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Abstract

For the alignment of two fingerprints certain land-
mark points are needed. These should be automaticly
extracted with low misidentification rate. As land-
marks we suggest the prominent symmetry points
(singular points, SPs) in the fingerprints. We identify
an SP by its symmetry properties. SPs are extracted
from the complex orientation field estimated from the
global structure of the fingerprint, i.e. the overall
pattern of the ridges and valleys. Complex filters,
applied to the orientation field in multiple resolution
scales, are used to detect the symmetry and the type
of symmetry. Experimental results are reported.

1 Introduction

A fingerprint image can be said to have two struc-
tures, the global structure and the local structure.
By the global structure we mean the overall pattern
of the ridges and valleys, and the local structure the
detailed patterns around a minutiae point (a position
in the fingerprint where a ridge is suddenly broken or
two ridges are merged).

Direct use of the local structure in the identifi-
cation/verification process is sensitive to noise, i.e.
poor performance for low quality fingerprints can be
foreseen. Compared to the local structure the global
structure is more stable even when the fingerprint is
of poor quality [1].

Here we suggest to first align the reference and the
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Figure 1: Left: marked singular points, a core point
is marked with a square and a delta point with a
cross. Right: the estimated orientation field at level
3.

unknown fingerprint before using the local structure
for the identification/verification. In this alignment
the global structure of the fingerprint is used. When
the two fingerprints are aligned (registered) we can
match the local structure for certain points on the
basis of the neighborhood content more robustly than
by extracting minutiae positions and matching on
the basis of the geometric position distribution of the
minutiae.

For the alignment we need certain landmark points
(singular points, SPs) in the fingerprint that are less
prone to misidentification. Typical SPs (core and
delta points) are shown in Figure 1. As can be seen
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Figure 2: Patterns with a local orientation descrip-
tion of z = exp{iϕ} (left) and z = exp{−iϕ} (right).

these points have special symmetry properties which
make them easy to identify also by humans. We iden-
tify an SP by its symmetry properties, i.e its strong
response to complex filters designed for rotational
symmetry extraction.

Two different filters are used, one for the ”core
type” and one for the ”delta type” symmetry. The
filtering is applied to complex images, i.e. the ori-
entation tensor field [2] in different scales. The ori-
entation tensor field is often used to represent the
global structure in a fingerprint [3, 1, 4]. Also when
estimating curvature in oriented patterns the orien-
tation field is used [5, 6]. An original fingerprint and
its estimated orientation field are shown in Figure 1
as illustration.

A common technique to extract SPs (core and delta
points) in fingerprints is to use the Poincaré index
introduced by Kawagoe and Tojo [7]. The
Poincaré index takes the values 180◦, −180◦, and 0◦

for a core point, a delta point, and an ordinary point
respectively. It is obtained by summing the change in
orientation following a closed curve counterclockwise
around a point [3]. This technique has been used in
the work of Karu and Jain [3], and Bazen and Gerez
[8] to define and extract SPs.

Our method using complex filters compared to
Poincaré index to identify SPs has the advantage to
extract not only the position of an SP but also its spa-
tial orientation. When two fingerprints are rotated
and translated relative to each other our method can
estimate both translation and rotation parameters at
once. In the work of Bazen and Gerez [8] the position
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Figure 3: Left: filter h1, detects ”core-type” symme-
try. Right: filter h2, detects ”delta-type” symmetry.

extraction and the orientation estimation of an SP is
done in two sequential steps. The position extraction
is performed by using Poincaré index. The orienta-
tion estimation is done by matching a reference model
of the orientation field around an SP with the orien-
tation map of the extracted SP obtained by using a
technique introduced in [2, 9, 10, 11].

This paper presents the theory and experimental
results for automatic extraction of SPs including their
spatial orientation from the global structure using
complex filters designed to detect rotational symme-
tries.

2 Symmetry point extraction

2.1 Filters for rotational symmetry
detection

Complex filters, of order m, for the detection of
patterns with radial symmetries are modelled by
exp{imϕ} [9, 12, 11]. A polynomial approximation
of these filters in gaussian windows yields
(x + iy)mg(x, y) where g is a gaussian defined as
g(x, y) = exp{−x2+y2

2σ2 } [13]. A gaussian is used as
window because the gaussian is the only function
which is orientation isotropic (in polar coordinates,
it is a function of radius only) and separable [14]. In
image analysis this translates to that all filters which
are separable introduce orientation dependent bias if
they are not gaussians. For a review of the proper-
ties of gaussians relevant to image analysis we refer
to [13].
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It is worth to note that these filters are not applied
to the original fingerprint image but instead they are
applied to the complex valued orientation tensor field
image z(x, y) = (fx + ify)2. Here fx is the derivative
of the original image in the x-direction and fy is the
derivative in the y-direction.

In our experiments we use filters of first order sym-
metry or parabolic symmetry i.e.
h1(x, y) = (x + iy)g(x, y) = r exp{iϕ}g(x, y) and
h2 = (x− iy)g(x, y) = r exp{−iϕ}g(x, y).
Patterns that have a local orientation description of
z = exp{iϕ} (m=1) and z = exp{−iϕ} (m=-1) are
shown in Figure 2. As can be seen these patterns
are similar to patterns of a core respectively a delta
point in a fingerprint and therefore suitable to use as
SP-extractors. Figure 3 shows the complex filter h1

and h2 respectively.
The complex filter response is c = µ exp{iα},

where µ is a certainty measure of symmetry, and α is
the ”member” of that symmetry family, here repre-
sented by the geometric orientation of the symmetric
pattern. By using the certainty measures µ1 and µ2

for core point respectively delta point symmetry, we
can identify an SP of type core if | µ1 |> T1 and of
type delta if | µ2 |> T2, where T1 and T2 are thresh-
olds.

2.2 Multi-scale filtering

Using a multi-resolution representation of the com-
plex orientation field offers a possibility to extract
SPs more robustly and precisely compared to a rep-
resentation at only one resolution level. The extrac-
tion of an SP starts at the lowest resolution level
(a smooth orientation field) and continues with re-
finement at higher resolutions. The result at a low
resolution guides the extraction at higher resolution
levels.

Drets and Liljenstrom [15] points out that the pat-
tern of the orientation field around core and delta
points are the same at different resolution levels. This
means that the same SP-extractor can be used for all
scales. As an SP-extractor we use complex filters
compared to Drets and Liljenstrom who used a slid-
ing neural network that require training.

The complex orientation field z(x, y) is represented

Figure 4: Row1: filter response µ1k, k=3, 2, and 1.
Row2: filter response µ2k, k=3, 2, and 1.

by a four level gaussian pyramid. Level 3 has the
lowest, and level 0 has the highest resolution. We
only use the angle of the complex orientation field, i.e.
the magnitude is set to one in z(x, y) in the multiscale
filtering. The core and the delta filtering is applied on
each resolution. The complex filter response is called
cnk, where k=3, 2, 1 and 0 are the resolution levels,
and n=1, 2 are the filter types (core and delta).

Figure 4 shows the magnitude of the filter re-
sponses of filter h1 (called µ1k), and h2 (called µ2k)
for levels k=3, 2, and 1. The filters are applied to the
image in Figure 1.

2.3 Maximum filter response

In order to improve the selectivity of the filters, i.e. a
filter should give a strong response only to one of the
symmetries (here: h1 to ”core type” symmetry and
h2 to ”delta type” symmetry) we use the following
rules to sharpen the magnitude of the filter responses
[16]: {

s1k = µ1k(1− µ2k)
s2k = µ2k(1− µ1k) (1)
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Figure 5: Row1: filter response s1k, k=3, 2,and 1.
Row2: filter response s2k, k=3, 2, and 1.

with (levels) k=0, 1, 2, and 3. Figure 5 shows the
responses s1k, and s2k.

The complex filter response is now
cnk = snk exp{iαnk}, where snk is a measure of cer-
tainty for that there is a symmetry of type n at res-
olution k, and αnk tells how much the symmetric
pattern is rotated compared to a fixed reference.

To find the position of a possible SP in a fingerprint
the maximum filter response is extracted in image s13

and in s23 (level 3). To get even further precision
in the localization of the maximum a new search is
done in lower levels of the pyramid i.e. in sn2, sn1,
and sn0 for both n=1, 2. The search is done in a
window computed in the previous higher level (lower
resolution).

At a certain resolution (level k), if snk(xj , yj)
is higher than a threshold an SP is found and
its position (xj , yj) and the complex filter response
cnk(xj , yj) are noted.

3 Alignment

We assume that two fingerprints are rotated and
translated relative to each other, i.e. an Euclidian

transformation. This model is parameterized by a ro-
tation angle ϕ and a translation vector v = (vx, vy)t

[17].
A point p = (x, y)t in image 1 is transformed to a

point p′ = (x′, y′)t in image 2 by:

(p′ − prot) = Q(p− prot) + v (2)

Where Q is the 2 by 2 rotation matrix:

Q =
(

cosϕ sinϕ
−sinϕ cosϕ

)
(3)

and prot = (xrot, yrot)t is the rotation centre.
In this work the transformation parameters are es-

timated from the correspondence established identi-
fying p and p′ which are SPs of the same type in
two fingerprint images. This is achieved by matching
snk(x, y) and s′nk(x′, y′) as well as by finding the spa-
tial orientation of the corresponding symmetric pat-
terns via αnk(x, y) and α′

nk(x′, y′). The translation
vector v can be estimated as v = p′−p when the point
p is assumed to be the rotation centre with prot = p,
and the rotation angle ϕ is [α′

nk(x′, y′)−αnk(x, y)]/2.
Division by two is needed because of the double angle
representation used in the complex orientation image
z to assure continuity in the angle of the orientation
tensor [11, 18].

4 Implementation

The 2D scalar product < h, z > is calculated for each
image point, where h = (x + iy)mg(x, y) is the com-
plex filter of order m, and z is the complex orientation
field, i.e. this is a 2D complex convolution between
the image z and the filter h. Due to the separable
property of a 2D gaussian function, the filter h can
be written as: h = (x + iy)mg(x)g(y).

The 2D convolution is computed by using several
1D convolutions. A faster implementation can then
be achieved.

This is now shown in detail only for a first and
second order filter. First order filter:
h = (x + iy)g(x)g(y) = xg(x)g(y) + i[yg(y)g(x)].
Second order filter:
h = (x + iy)2g(x)g(y) = (x2 − y2 + i2xy)g(x)g(y)
= x2g(x)g(y)− y2g(y)g(x) + i2[xg(x)yg(y)].
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By designing the 1D filters g(t), tg(t), and t2g(t)
the filtering of the image z can be performed as:
g(y) ∗ ((xg(x))t ∗ z(x, y)) + ig(x)t ∗ ((yg(y)) ∗ z(x, y))
for the first order filters and
g(y)∗ ((x2g(x))t ∗z(x, y))−g(x)t ∗ ((y2g(y))∗z(x, y))
+ i2[(yg(y)) ∗ ((xg(x))t ∗ z(x, y))] for the second or-
der filters. The symbol ∗ represents the convolution
operation.

Also in computing the orientation field z, 1D con-
volutions are used instead of a 2D convolution. This
is possible as the derivative filters used are the first
partial derivatives of a 2D gaussian function and
therefore separable. For further details on derivatives
of gaussians in complex fields we refer to [13].

5 Experiments

The FVC2000 fingerprint database, DB2 set A is used
in the experiments [19]. A total of 800 fingerprints
(100 persons, 8 fingerprint/person) are captured us-
ing a low cost capacitive sensor. The size of an image
is 364 x 256 pixels, and the resolution is 500 dpi.
It is worth to note that FVC2000 is constructed for
the purpose of grading the performance of fingerprint
recognition systems, and contains many poor quality
fingerprints.

5.1 Symmetry point extraction

Only filters of the first order (m=1, and m=-1) have
been used in this work, as these two filters were ca-
pable to detect the different types of SPs (core and
delta) that is found in fingerprints.

The orientation tensor field z(x, y) = (fx + ify)2

has been computed by using a σ = 0.8. A small value
on σ is chosen because we wanted to capture fine de-
tails in the fingerprint. We represent the orientation
field z using a gaussian pyramid in four levels. Level
3 has the lowest resolution 42 x 28, level 2: 87 x 60,
level 1: 178 x 124, and level 0: 360 x 252. A σ = 0.8
is used in the smoothing before downsampling by 2.
In level 3 we have a smooth orientation field that
captures the global structure in the fingerprint, see
Figure 1 right.

Complex filtering for symmetry detection is done
in each level by using 1D filters (g, tg with σ = 1.5)
in x and y directions. As explained in Section 4 this
results in efficient computations.

For level 3 only, we compute a modified complex
filter response because at this level we obtain an ap-
proximative position of the SP which allows further
refinement. The level is empirically determined and is
kept unchanged for a given fingerprint scanner type.
This is done in two steps. Firstly, we locally down-
weight cn3 if a point has low orientation certainty
via cn3 · (g1∗ | z3 |) where g1 is a gaussian function
with σ = 1.5 and · is pointwise multiplication. This
step downweights the low certainty orientation areas
of the image. Secondly, we pointwise multiply a large
gaussian which is 1 at the centre and decreases signif-
icantly towards the border via cn3 · g2 with g2 having
standard deviations as one third of the height of cn3

(=11.7) and one third of the width of cn3 (=7.0).
This step downweights the border regions of the fin-
gerprint image. Next, these two complex images are
averaged according to:

cn3 ← 0.5(cn3 · (g1∗ | z3 |) + cn3 · g2) (4)

so that points with high quality orientation close to
the image border (and elsewhere) are not suppressed
while border points are generally suppressed due to
the low image quality induced by low mechanical
pressure at the fingerprint frontiers. The result is
reassigned to cn3.

After the modification the cn3 image is processed
further to sharpen the selectivity according to Equa-
tion 1. This yields the image sn3 and the maximum
in s13 and s23 image are found.

A window size of 13 x 13 is used when searching
for the maximum responses in the next lower reso-
lution s12 and s22. The window size is empirically
determined by tests. A point is accepted as an SP if
a filter response sn2 has a value higher than a thresh-
old, i.e. an acceptance of an SP is done at level 2. To
improve the precision in position of the accepted SP
the window procedure is applied to resolution level 1.

The argument of the complex filter response is
computed as an average weighted argument using
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Figure 6: Fingerprints in the visual inspection. Left:
s12 = 0.70 and s22 = 0.66 . Right: s12 = 0.60 and
s22 = 0.30. (1 represents max certainty)

level 3 and level 2 according to:

θn = arg(< wn2(x, y), cn2(x, y) > +
< wn3(x, y), cn3(x, y) >) (5)

wnk(x, y) =
| cnk(x, y) |∑

x,y∈L | cnk(x, y) |
(6)

The symbol <,> represents the 2D scalar product
defined in the 3 x 3 neighbourhood around the maxi-
mum filter responses. The same 3 x 3 area called L is
utilized to obtain wnk via the normalization in Equa-
tion 6. The weighting in Equation 5 and 6 favours
arguments belonging to strong filter responses com-
pared to arguments belonging to weaker filter re-
sponses in the 3 x 3 neighbourhood L.

5.2 Position of symmetry points

Due to the fact that the true position of the SPs in
the fingerprint are not known, we were obliged to do
a visual inspection of the positions of the estimated
SPs for each fingerprint in the database. A total of
800 fingerprints were inspected. In each fingerprint
the position of the maximal filter response in level
2 for each type of SP (core, delta) has been noted.
Here core type is marked with a square, and a delta
type with a cross. Also, the certainty measure sn2

FVC2000
database. 800 Core Core Delta Delta
fingerprints No. % No. %
False singular 41 5.1 18 2.3
point (FA).
Missed singular 46 5.8 23 2.9
point (FR).

Table 1: Results of recognition

for the maximal filter response of the two types (core
n = 1, delta n = 2) is printed out. Figure 6 shows
examples of images in the visual inspection.

If the certainty measure is higher than a threshold
T the point is classified as an SP. If the position is
incorrect despite that the certainty is high the point
is classified as a ”False singular point”. This case is
a false acceptance case (FA).

If the certainty measure is lower than a threshold T
the point is classified as being not an SP. If the point
is despite that an SP and its position is correct, the
point is classified as a ”Missed singular point”. This
is in other words a false rejection (FR) of an SP.

The classification of core points is done by using
a threshold value of T1 = 0.45. In the classifica-
tion of delta points T2 = 0.5 is used. This choice
was made to reach approximately Equal Error Rate
(EER). EER is a standard measure widely utilized
to quantize the performance of recognition systems.
”All” thresholds are tried out but only those yielding
EER are reported to quantify FA and FR curves with
one number. The overall result is presented in Table
1.

The relative high number of misclassification of
core points can be tracked to the same global struc-
ture of a fingerprint, namely plain arch (FBI’s clas-
sification scheme [1]), see Figure 7 left. For this fail-
ing structure both filters give strong responses, and
therefore low certainty measures are attained when
using the selectivity rule (Equation 1). Also, there
is a spatial spread out of strong filter responses com-
pared to the tented arch structure which gives an
uncertainty in the position. A border problem also
exists, i.e. the border between the background and
the fingerprint generates strong responses in the ori-
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Figure 7: Left: Missed singular points: s12 = 0.40
s22 = 0.40. Right: False singular point, cross: s12 =
0.65 s22 = 0.60.

entation tensor image and therefore ”False singular
points”, see Figure 7 right.

In the experiment we only use one certainty mea-
sure (maximal filter response from one of the filters)
to classify the point being an SP or not. Instead
we could represent each point by its feature vector,
where the features are the responses from both filters.
The feature vector can then be used to classify each
point as an SP or not, and also which type of SP it
is.

5.3 Orientation of symmetry points

The orientation of an SP is estimated from the ar-
gument θn of the complex filter responses according
to Equation 5. For a core point the orientation is
estimated by θcore = θ1 and for a delta point by
θdelta = θ2

3 [11].
To find out the error in the orientation estimate a

fingerprint is rotated −50◦ to 50◦ in steps of 2◦. For
each rotation step the rotation angle is obtained by
estimating SP position and orientation as in a new
image. The change in orientation is calculated by
taken the angle difference between the SP in the orig-
inal fingerprint (0◦ rotation) and the extracted SP in
the rotated fingerprint. The result of the test is plot-
ted as in Figure 8. An ideal result of the orientation
estimate is a line with an inclination angle of 45◦.

Figure 8 and 9 shows orientation estimates for the
marked SPs in the fingerprint images to the left of
the plot. In Figure 8 the mean error respectively
the standard deviation of the orientation estimate is
mean = −1.1◦ and std = 2.6◦ for the core point. For
the delta point mean = 0.2◦ and std = 0.4◦. Figure
9 indicates a robustness in the orientation estimate.

Tests on several fingerprints that we have done
show similar results as those illustrated here. In con-
clusion these experiments reveal that an unbiased ori-
entation estimate with a standard deviation of less
than 4◦ can be achieved by using the argument of
the complex filter response belonging to an SP. Bazen
and Gerez [8] report a standard deviation of 12◦ in
the orientation estimate.

5.4 Alignment

To test the precision of the alignment process with
the automatically obtained rotation and translation
parameters we have, for a person in the database,
manually chosen one fingerprint as the reference fin-
gerprint and the other seven as test fingerprints. In
the reference fingerprint the coordinates of an arbi-
trary minutia point (occurring in all 8 images!) is
manually identified including their coordinates. It
should be noted that these minutiae are different
than the SPs which are automatically identified by
the method proposed here, and the manual identifi-
cation is for the purpose of quantification of errors
in the alignment process. It gives a total of 371 test
samples (originating from 53 persons, 371=53 x 7)
for the alignment.

An SP of type core is more often positioned in the
middle of a fingerprint compared to an SP of type
delta. Because we want to choose the minutiae in
a way that angles and distances around an SP be-
came approximately uniformly distributed only SPs
of type core are used in the estimation of the align-
ment parameters ϕ and v. This is the worst case,
because the pattern of a delta point is more suitable
for orientation estimation compared to the pattern of
a core point due to lower errors, see Figure 2. This
is also confirmed in the orientation estimate test in
Section 5.3.

Several tests were done to find out from which res-
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Figure 8: Middle: orientation estimate for a core point (mean = −1.1◦, std = 2.6◦). Right: orientation
estimate for a delta point (mean = 0.2◦, std = 0.4◦).
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Figure 9: Orientation estimates for core-points (Left: mean = 0.3◦, std = 1.3◦. Right: mean = 1.1◦,
std = 2.7◦).

olution level k the complex filter responses should be
chosen to give the optimal alignment result. Gener-
ally one can say that the rotation parameter ϕ should
be estimated from higher levels (low resolution), and
the translation parameter v should be estimated from
lower levels (high resolution). This is expected since
the uncertainty principle in image analysis stipulates
that position and property precisions can not be im-
proved simultaneously [20].

The result presented in Table 2 has been reached
by using level 3 and level 2 for the rotation angle
estimation (Equation 5), and resolution level 1 for
the translation parameter estimation.

FVC2000 database. Mean Stand. deviation
371 fingerprints. in pixel in pixel
Row direction -0.66 10.7
Column direction -0.35 7.0

Table 2: Results of alignment

Figure 10 shows the histogram of the error in
the alignment process. The error is computed as:
e = p′−pcorrect. p′ is computed from Equation 2, and
pcorrect is the coordinates of the manually identified
minutia point in the test fingerprint. When comput-
ing p′, p is the manually identified minutiae point in
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Figure 10: Top: the histogram for the error in the
row direction. Bottom: the histogram for the error
in the column direction.

the reference fingerprint, and prot is the position of
the SP in the reference fingerprint. The alignment
parameters ϕ and v are estimated from the SPs in
the reference and the test fingerprint.

The standard deviation σrow in the row direction
is 3% of the image height, and the standard devia-
tion σcol in the column direction is 3% of the image
width. Compared to the wavelength of the finger-
print pattern the standard deviation of the errors are
approximately the size of the average wavelength in
the database.

In the alignment process there are some outlier er-
rors. One such error is e = (−73, 24)t for the finger-
prints shown in Figure 11. A large error is obtained
for these two fingerprints because the position of the
core point in the test fingerprint is badly estimated,

Figure 11: Left: reference fingerprint. Right: test fin-
gerprint. Large error in the alignment due to wrong
core point position in the test fingerprint.

which is a result of the very poor quality of the test
fingerprint. This image can be avoided altogether by
rejecting the area of low orientation certainty in the
search for SPs.

We are not aware of other researchers who have
attempted to quantify localization of corresponding
points. For this reason it has not been possible for us
to provide comparative results on alignment in this
paper.

6 Conclusion

Given the difficulty level of the used database the
results reported in this paper are, we believe, very
encouraging for implementing a fully automatic fin-
gerprint verification scheme.

The alignment test shows that the uncertainty (one
standard deviation) in distance between two corre-
sponding points is

√
10.72 + 72 ≈ 13 pixels.

This is confirmed by the uncertainty (one standard
deviation) of less than 4◦ ≈ 0.07 radians in the ori-
entation estimate. The uncertainty in the rotation
parameter ϕ (the difference of two estimated orienta-
tions) is then ≈ 0.1 radians. If we assume that the
translation parameter is free from error (correct esti-
mation of position) and the mean distance between
an SP and a manually chosen minutiae point is 100
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pixels an uncertainty of 0.1 radians in the rotation
parameter gives an uncertainty in distance between
two corresponding points of 10 pixels (compared to
13 pixels in the alignment test).

The empirical assumption of a mean distance of
100 pixels is motivated by the fact that the minutiae
points were manually chosen in a way that angles
and distances around an SP became approximately
uniformly distributed, the SPs were frequently in the
centre of the fingerprint, and the fingerprints were of
size 364 x 256 pixels.

In this work we have used a modified filter re-
sponse at level 3 according to Equation 4 to avoid
poor quality fingerprint areas when searching for SPs.
To better handle outliers (see Figure 11) more com-
plex strategies to decide if an area should be rejected
in the search for an SP will have to be used. The ori-
entation certainty, i.e. the magnitude of the complex
orientation field, is, we believe, a good parameter to
use in this decision.

Only filters that detect parabolic symmetry pat-
terns (rotational symmetries of order 1) have been
used in this work because these patterns are simi-
lar to patterns of a core respectively a delta point.
Future work includes the use of filters that extract
other symmetries as well. To describe a point in a
fingerprint a feature vector would be generated. The
elements of such a vector are the responses to filters
of different order of symmetries. This ”symmetry
representation” of a fingerprint, we believe, can be
used to both align and match fingerprints even when
a fingerprint pattern has no strong SPs.
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