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Abstract 
 

In real life, documents contain several font types, 

styles, and sizes. However, many character recognition 

systems show good results for specific type of 

documents and fail to produce satisfactory results for 

others. Over the past decades, various pattern 

recognition techniques have been applied with the aim 

to develop recognition systems insensitive to variations 

in the characteristics of documents. In this paper, we 

present a robust recognition system for Ethiopic script 

using a hybrid of classifiers. The complex structures of 

Ethiopic characters are structurally and syntactically 

analyzed, and represented as a pattern of simpler 

graphical units called primitives. The pattern is used 

for classification of characters using similarity-based 

matching and neural network classifier. The 

classification result is further refined by using template 

matching. A pair of directional filters is used for 

creating templates and extracting structural features. 

The recognition system is tested by real life documents 

and experimental results are reported.     

 

1. Introduction 
 

Ethiopic script is a writing system used mainly in 

Ethiopia by several languages like Geez, Amharic, 

Tigrigna, Guragegna, etc. Since the 19
th

 century, the 

Ethiopic alphabet has been largely used by Amharic, 

which is the official language of Ethiopia and the 

second most spoken Semitic language in the world next 

to Arabic. The recently standardized alphabet has a 

total of 435 characters. However, the most commonly 

used alphabet, which has 34 base characters and seven 

orders, is conveniently written in a tabular format as 

shown in Table 1. The first order in the table represents 

the base character and other orders are modifications 

that represent vocalized sounds of the base character.  

Research and development of automatic recognition 

of characters started in the 1950s. Since then, many 

studies have been done for recognition of various 

scripts like Latin, Arabic, Chinese, and Japanese scripts 

[10]. However, the technology for recognition of 

Ethiopic characters is far behind, with the first 

published work appearing only recently [7]. Moreover, 

the structural complexity and interclass similarity of 

Ethiopic characters pose an additional difficulty for 

classifiers.   

 

Table 1.  Part of the Ethiopic alphabet 

 
 

A number of different approaches have been 

proposed to solve character recognition problems. 

However, most of them are grouped into one of the 

following four important recognition techniques: 

template matching, structural and syntactic, statistical, 

and artificial neural networks. Template matching is 

one of the simplest and earliest methods where the 

character to be recognized is matched against a 

database of stored templates of characters. Structural 

and syntactic methods analyze the interrelationships 
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between simpler sub-patterns and recognition of 

characters is made based on a set of syntax rules. 

Statistical techniques extract numerical feature data 

from characters and the recognition can be regarded as 

a process of feature space partitioning [9]. Artificial 

neural networks share the properties of biological 

neural networks and they use mathematical or 

computational model for classification [8].  Each of the 

recognition techniques has its own strengths and 

limitations, and hybrid systems draw upon the synergy 

effect of two or more techniques [6].  

In this paper, we present a hybrid recognition 

system where Ethiopic characters are structurally and 

syntactically analyzed to generate patterns of primitive 

structural features. Similarity-based pattern matching 

and artificial neural networks are used for classification 

of the unknown input. For confusing characters, the 

result is further refined by template matching 

technique. The hybrid recognition system efficiently 

recognizes documents with various font types, sizes, 

and styles.  

 

2. Structural and syntactic analysis of 

Ethiopic characters  
 

We use a structural and syntactic technique to model 

the spatial relationships of primitive structural features 

of Ethiopic characters. The model handles variation in 

the size of a character because we encode the relative 

size of structural features. The structural and syntactic 

model of Ethiopic characters is given below and further 

exposed in detail in [2]. 

Prominent structural features in Ethiopic characters 

form a set of seven primitive structures. The primitives 

differ from each other by their relative length, 

orientation, spatial position and structure. The classes 

of primitive structures (with example characters) are: 

long vertical line ( ), medium vertical line ( ), short 

vertical line ( ), long forward slash ( ), medium 

forward slash ( ), backslash ( ) and appendages ( ).  

Horizontal lines connect two or more of these 

primitive structures to form the overall complex 

structure of characters. Connections between primitives 

occur at one or more of the following three connection 

regions: top (t), middle (m), and bottom (b). The first 

connection detected as one goes from top to bottom is 

considered as principal and the other connections, if 

there exist, are supplemental connections. A total of 18 

connection types are identified between primitives of 

the Ethiopic characters and a summary is given in 

Table 2. The principal connection is used to determine 

the spatial relationships between two primitives. Two 

connected primitives α and β are represented by the 

pattern αzβ, where z is an ordered pair (x,y) of the 

connection regions  t, m, or b.  In this pattern, α is 

connected to β at region x of α, and β is connected to α 

at region y of β.  

 

Table 2. Connection types between primitives 

 
 

The spatial relationships of primitives representing a 

character are modeled by a special tree structure as 

shown in Fig. 1.  Each node in the tree stores data 

about the primitive and its connection type with its 

parent node. The child nodes correspond to the 

possible number of primitives connected to the parent 

primitive. Primitive tree for a character is built first by 

selecting the left top primitive of a character as the root 

primitive. Then, based on their spatial positions, other 

primitives are appended to the tree recursively in the 

order of {left{top, middle, bottom}, parent, right 

{bottom, middle1, middle2, top}}.  

 

 
 

Figure 1. General tree structure of characters 
 

We extract structural features by making use of a 

pair of directional filters both of which can be 

computed from direction field tensor. For a local 

neighborhood  f(x,y) of an image  f, the direction tensor 

S, is computed as a 2x2 symmetric matrix using 

derivative operators Dx and Dy [5].  
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(2) 

(3) 

(4) 

From the direction field tensor S, we can compute 

the following images [4].  

∫∫ += dxdyfiDDI yx ))((10  

∫∫ += dxdyfiDDI yx

2

11 )(

∫∫ += dxdyfiDDI yx
2

20 ))((  

I10 is equivalent to the ordinary gradient field in 

which the angle shows the direction of intensity 

differences in a local neighborhood of an image, and 

the magnitude shows the average change in intensity. 

I11 measures the optimal amount of gray value changes 

in a local neighborhood. I20 is complex valued where its 

argument is the optimal local direction of pixels in 

double angle representation and its magnitude is 

measure of the local LS strength.  In Fig. 2, I10 and I20 

images are displayed in color where the hue represents 

direction of pixels with the red color corresponding to 

the direction of zero degree. 

 

  

 

 

 

 

 

 

 

 
 
 
Figure 2. (a) Ethiopic text, (b) I10 of a, 
(c) I20 of a, (d) I11 of a 

 

We use I10 and I20 to extract structural features in 

characters. Since I20 provides optimal direction of 

pixels, it is used to effectively group pixels into parts of 

primitives and connectors based on the direction 

information. In Fig. 2, it can be seen that a primitive 

structure in the original text image results in two lines 

(at left and right edges) in the I10 and I20 images. Since 

the left and right edges have opposite directions in the 

I10 image, it provides more convenient information for 

extraction of structural features. Therefore, primitive 

structures are formed from two matching left and right 

lines in the I10 image. The basic algorithms for 

extracting structural features are discussed in [3].    

Extraction of the structural features is done on 

segmented characters. The horizontal area that lacks LS 

in the I20 image segments text lines, and the vertical 

area that lacks LS segments individual characters 

within each text line. Fig. 3 shows primitive structures 

extracted from the document image in Fig. 2a.  

 

 

 

 

 

 
 

3. The hybrid recognition system 
 

In Section 2, we discussed about the structural and 

syntactic model that uses a special primitive tree to 

represent characters in terms of the spatial 

interrelationships of primitive structures.  Data stored 

in the primitive tree of a character is converted into 

one-dimensional string by recursively traversing the 

tree in the order of {left{top, middle, bottom}, parent, 

right{bottom, middle1, middle2, top}}.  This is similar 

to in-order traversal of binary search trees and 

produces a unique string pattern for each primitive tree. 

The pattern generated from character images is used for 

similarity-based matching and as an input for the neural 

network system. The outputs of similarity-based 

matching and neural network classification are 

compared and the best result is selected. Then, 

template matching is applied for confusing characters. 

The general framework of the hybrid recognition 

system is shown in Fig. 4 and each component of the 

system is further explained below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4. The hybrid recognition system 
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3.1 Similarity-based pattern matching 
 

The cost of tree matching is more expensive in terms of 

time complexity than string matching [1]. Therefore, 

pattern matching is performed after the primitive tree is 

converted to its equivalent string pattern. For 

computation purpose, primitives and connectors are 

assigned unique two-digit numerical codes. The 

knowledge base of characters is also built from the 

possibly occurring string patterns of each character. 

We employ approximate pattern matching which finds 

the occurrence (similar pattern) of an input pattern 

within some threshold of error. Fig. 5 shows the a 

simplified approximate pattern matching algorithm 

used to find the most similar pattern in the knowledge 

base. 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

Figure 5. The pattern matching algorithm 
 

3.2 The neural network classifier 
 

Artificial neurons are typically organized into three 

layers: input, hidden and output. The input layer takes 

data of the unknown pattern whereas the output layer 

provides an interface for generating the recognition 

result. The hidden layer contains many of the neurons 

in various interconnected structures hidden from the 

outside view.  

In this study, the inputs to the neural network system 

are patterns of primitives and their spatial relationships. 

Since neural networks take numerical data as an input, 

we assign binary numbers to primitives and their spatial 

relationships. We use 72 binary digits to encode 

patterns generated from the primitive tree. Each 

Ethiopic character in the alphabet is also encoded with 

a nine-digit binary number which is sufficient to 

represent all the 435 characters. Therefore, the neural 

network model has 72 input nodes and 9 output nodes. 

The hidden layer also has 72 nodes which is set 

optimally through experiments. The neural network 

model is further exposed in [4]. Fig. 6 illustrates the 

neural network model.  
 

 
 

Figure 6. The neural network model 

 
The training data of the neural network model is 

prepared from the possibly occurring patterns of 

primitives and their spatial relationships. Fig. 7 shows 

the first runs of the training progress using BrainMaker 

neural network tool. The graph depicts that the average 

error is declining over the course of training, which is a 

desired property of a good neural network model.  

 

 
Figure 7. Progress of training 

 

3.3. Template matching 
 

There are a few set of characters like  and ;  
and ;  and ; ,  and ; and  and  that 

confuse with each other during recognition. The 

confusion comes from the fact that they are structurally 

similar with each other. Their difference lies in the 

orientation or structure of their primitives. For such 

characters, the orientation and structure templates of 

the primitives that discriminate each other with in the 

groups are stored. After classification is made by the 

neural network, for such confusing characters, the 

result is further refined by matching the templates of 

specific discriminative primitives. Fig. 8 shows some 

examples of confusing characters and their primitive 

structures that are stored to discriminate the characters. 
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4. Experiments 
 

The recognition system works by setting the size of 

Gaussian window according to font sizes and document 

types. For clean documents, we used a window of 3x3 

pixels for texts with font sizes of less than or equal to 

12, a window of 5x5 pixels for font sizes of 16, and a 

window of 7x7 pixels for font sizes of 20. On the other 

hand, for most documents taken from books, 

newspapers, and magazines (font sizes are equivalent 

to about 12), a window of 5x5 pixels was used because 

of their higher level of noise. 

We designed several neural network models by 

varying the input and output formats, the number of 

hidden nodes, and other training parameters. The 

model described in Section 3.2 is chosen based on the 

optimal results we obtained from training and testing 

procedures.  

The robustness of the system is tested with about 68 

images of documents taken from Ethiopic Document 

Image Database [4]. An average accuracy of 91% was 

obtained for noisy documents like books, newspapers 

and magazines. For clean printouts with Visual Geez 

Unicode font type and with 8, 10, 12, 16, and 20 font 

sizes, we obtained recognition rates of 94%, 95%, 

95%, 96% and 96%, respectively. For printout 

documents with Visual Geez Unicode font type and 12 

font size, recognition rates of 95%, 94% and 95% were 

achieved for normal, italic and bold font styles, 

respectively. The results for various font types, each 

with 12 font size are summarized in Table 3.  

 

 Table 3. Recognition results for different fonts  

Font Type Recognition (%) 

Visual Geez Unicode 95 

Visual Geez 2000 Main 95 

Visual Geez 2000 Agazian 96 

Power Geez 95 

Geez Type 94 

 

5. Discussion and Conclusion 
 

The key requirement of recognition systems is to 

tolerate variations in the characteristics of documents. 

To this effect, we have designed a recognition system 

where various pattern recognition techniques are used 

at various stages of the recognition system. We use 

structural and syntactic analyzer to generate a pattern 

of primitive structures and their spatial relationships. A 

hybrid system of similarity-based matching and neural 

network classification play an important role in 

optimally recognizing the unknown input. The 

approximate pattern algorithm was efficient for 

structurally simple characters like . The neural 

networks tend to outperform similarity-based pattern 

matching for characters which are structurally complex 

and built from higher number of small-size primitive 

structures like . Template matching is finally applied 

to refine the result for confusing characters.  

The recognition system tolerates documents with a 

skewness of up to 10
o
. The common errors in the 

recognition process arise from extraction of primitive 

structures and segmentation of characters. We can 

further improve the recognition system by additional 

studies of these algorithms. Spell checker and parts of 

speech analyser can also help increase the recognition 

result.   
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