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Definition

A Biometric expert, or an expert in biometric recogni-

tion context, refers to a method that expresses an

opinion on the likelihood of an identity by analyzing

a signal that it is specialized on, e.g. a fingerprint expert

using minutiae, a lip-motion expert using statistics of

optical-flow. Accordingly, there can be several experts

associated with the same sensor data, each analyzing

the data in a different way. Alternatively, they can be

specialized on different sensor data. Multiple experts

can address the issue of how expert opinions should

be represented and reconciled to a single opinion on

the authenticity of a ▶ client identity.

Introduction

In biometric signal analysis, the fusion of multiple

experts can in practice be achieved as ▶ feature fusion

or score fusion. In addition to these, one can also

discern data fusion, e.g. stereo images of a face, and

decision fusion, e.g. the decisions of several experts

wherein each expresses either of the crisp opinions

‘‘client’’ or ‘‘▶ impostor,’’ in the taxonomy of fusion

[1]. However, one can see data fusion and decision

fusion as adding novel experts and as a special case of

score fusion, respectively. On the other hand, feature

fusion is often achieved as concatenation of feature

vectors, which is in turn modeled by an expert suitable

for the processing demands of the set of the novel

vectors. For this reason we only discuss score fusion

in this article. The initial frameworks for fusion have

been simplistic in that no knowledge on the skills of

the experts is used by the ▶ supervisor. Later efforts

to reconcile different expert opinions in a multiple

experts biometric system have been described from

a probabilistic opinion modeling [2] and a pattern

discrimination [3], view points, respectively. From

both perspectives, it can be concluded that the weight-

ed average is a good way of reconciling different

authenticity scores of individual experts to a single

opinion, under reasonable conditions. As the weights

reflect the skills of the experts, some sort of training is

needed to estimate them. Belonging to probabilistic

modeling school, respective discriminant analysis

school, Bayesian modeling [4, 5], and support vector

machines [6–8] have been utilized to fuse expert opi-

nions. An important issue for a fusion method is,

however, whether or not it has mechanisms to discern

the general skill of an expert from the quality of the

current data. We summarize the basic principles to

exemplify typical fusion approaches as follows.

Simple Fusion

This Au1type of fusion applies a rule to input opinions

delivered by the experts. The rule is not obtained by

training on expert opinions, though they might very

well be decided by the human designer of the supervi-

sor with her knowledge of expert skills. Assuming that

the supervisor receives all expert inputs in parallel,

common simple fusions include,

max

min

sum

median

Product

Maximum of the scores,

Minimum of the scores,

Arithmetic mean of the scores,

Median of the scores,

Geometric mean of the scores,

Mj ¼ maxðx1;j ; x2;j ; . . . ; xm;jÞ
Mj ¼ minðx1;j ; x2;j ; . . . ; xm;jÞ
Mj ¼ 1

m

Pm
i¼1 xi;j

Mj ¼ x mþ1
2ð Þj

Mj ¼ ðQm
i¼1 xi;jÞ

1
m
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where Mj is the score output by the supervisor

at the instant of operation j, when m expert opinions,

xi, j, i : 1. . .m, are available to it. In addition to a parallel

application of a single simple fusion to all expert

opinions, one can apply several simple fusion

rules serially (one after the other) if some expert opi-

nions are delayed before they are processed by the

supervisor(s).

Probabilistic Fusion

Experts can express opinions in various ways. The

simplest is to give a strict decision on a claim of an

identity, ‘‘1’’ (client) or ‘‘0’’ (impostor). A more com-

mon way is to give a graded opinion, usually a real

number in [0, 1]. However, it turns out that machine

experts can benefit from a more complex representa-

tion of an opinion, an array of real variables. This is not

surprising to human experience because, a human

opinion is seldom so simple or lacks variability that it

can be described by what a single variable can afford.

A richer representation of an opinion is therefore the

use of the distribution of a score rather than a score.

Bayes theory is the natural choice in this case because it

is about how to update knowledge represented as dis-

tribution (prior) when new knowledge (likelihood)

becomes available.

Before describing a particular way of constructing a

Bayesian supervisor let us illustrate the basic mecha-

nism of Bayesian updating. Let two stochastic variables

X1, X2 represent the errors of two different measure-

ment systems measuring the same physical quantity.

We assume that the errors are independent and are

distributed normally as N(0, s1
2), N(0, s2

2), respective-

ly. Then their weighted average

M ¼ q1X1 þ q2X2; where q1 þ q2 ¼ 1 ð1Þ
is also normally distributed with N(0, q1

2s1
2 þ q2

2s2
2).

Given the variances s1
2, s2

2, if the weights q1,q2 are

chosen inversely proportional to the respective var-

iances, the variance of the new variableM (the weight-

ed mean) will be smallest provided that

q1 ¼
1
s2
1

1
s21
þ 1

s22

; q2 ¼
1
s2
2

1
s21
þ 1

s22

ð2Þ

Notice that the composite variable M is normally

distributed always if the X1, X2 are independent but

the variance is smallest only for a particular choice,

(seen earlier) yielding

varðMÞ ¼ q21s
2
1 þ q22s

2
2 ¼

1
s4
1

ð 1s21 þ
1
s22
Þ2
s21

þ
1
s42

ð 1s21 þ
1
s22
Þ2
s22 ¼

1
1
s2
1

þ 1
s2
2

� minðs21; s22Þ ð3Þ

The fact that the composite variance never exceeds the

smallest of the component variances, and that it con-

verges to the smallest of the two when either becomes

large, i.e. one distribution approaches the noninforma-

tive distribution N(0,1), can be exploited to improve

the precision of the aggregated measurements, Fig.1.

Appropriate weighting is the main mechanism

on how knowledge as represented by distributions

can be utilized to improve biometric decision making.

Bayes theory comes handy at this point because it

offers the powerful Bayes theorem to estimate the

weights for the aggregation of the distributions, incre-

mentally, or at one-go as new knowledge becomes

available. We follow [4] to exemplify this approach.

Let the following list describe the variables represent-

ing the signals made available by a multiexpert biomet-

ric system specialized in making decisions. Next we

will discuss the errors of the experts on client and

impostor data separately.

One can model the errors (not the scores) that

a specific expert makes when it encounters clients.

To this end, assume that Y i ¼ 1 and that the condi-

tional stochastic variable Zij given its expectation value

i:

j:

Xij:

Y j

Zij
S ij

Index of the experts. i 2 1. . .m,

Index of shots (one or more per candidate), j 2
1. . .n, nT. It is equivalent to time since an expert

has one shot per evaluation time (period). The

time n is the last instant in the training whereas

nT is the test time when the system is in

operation.

The authenticity score, i.e. the score delivered by

expert i on shot j ’s claim of being a certain client

The true authenticity score of shot j’s claim being

a certain client. This variable can take only two

numerical values corresponding to ‘‘True’’ and

‘‘False’’

The miss-identification score, that is Zij ¼ Y j�Xij

The variance of Zij as estimated by expert i

2 M Multiple Experts

josef
Sticky Note
the errors
<-
these errors

josef
Sticky Note
opinions,

<-

opinions, expressed as real numbers,

josef
Sticky Note
Notice
<-
where inverse-proportionality constants (the denominators) ensure that $q_1 +q_2=1$.
Notice

josef
Sticky Note
THE SUPERSCRIPTS ARE UNREADABLE WHEN PRINTED (especially "4" on sigma's  suffer)

josef
Sticky Note
this approach
<-
the Bayesian approach



Comp. by: Amohamed Stage: Galleys ChapterID: 0000872383 Date:22/1/09 Time:18:11:12

bi is normally distributed i.e. (Zij jbi)�N(bi,sij). If Zij
are independent then, according to Bayes theory, the

posterior distribution (bi jzij), will also be normal

ðbijzijÞ � NðMC
i ;V

C
i Þ ð4Þ

with mean and variance

MC
i ¼

PnC

j¼1
zij
sij 2PnC

j¼1
1
sij 2

and VC
i ¼

XnC
i

1

s2ij

 !�1

ð5Þ

respectively. In this updating, we see the same pattern

as in the example, (1–3). Here C is a label that

denotes that the applicable variables relate to clients.

This distribution at hand, one can now estimate bi as

the expectation of (bi jzij) which is Mi
C. In this deriva-

tion, we updated a noninformative prior distribution,

bi 2N(0,1), i.e. ‘‘nothing is known about bi’’ to obtain

the posterior distribution (bi jZij) 2 N(Mi
C, Vi

C). The

resulting distribution is a Gaussian function which

attempts to capture the bias of each expert, as well as

the precision of each expert, which together represent

its skills.

We proceed next to use the observed knowledge

about an expert to obtain an unbiased estimate of its

score distribution at the time instant j ¼ nT. By re-

applying Bayes theorem to update the distribution

given in (4) one obtains that,

ðYnT jzi;1; zi;2; :::; zi;nC ; xi;nT Þ 2 NðM 0
i
C
;V 0

i
CÞ ð6Þ

with mean and variance

M 0
i
C ¼ xi;nT þMC

i and V 0
i
C ¼ VC

i þ s2i;nT : ð7Þ

Consider now the situation that m independent

experts have delivered their authenticity scores on

supervisor-training shots (j ¼ 1, 2, . . . ,nC) and the test

shot nT. Using the Bayesian updating again, the

posterior distribution of bi, given the scores at the

instant j ¼ nT and the earlier errors, is normal;

ðYnT jz1;1; :::; z1;nC ; x1;nT ; :::; zm;1; :::zm;nC ; xm;nT Þ
2 NðM 00

i
C
;V 00

i
CÞ

ð8Þ

where

M 00C ¼
Pm
i¼1

M 0
i
C

V 0
i
C

Pm
i¼1

1
V 0C

i

and V 00C ¼
Xm
i¼1

1

V 0
i
C

 !�1

ð9Þ

However, to compute these means and variances,

the score variances sij
2 are needed. We suppose that

these estimations are delivered by experts depending

on, e.g. the quality of the current biometric sample

underlying their scores. This is reasonable because not

all samples have the same (good) quality, influencing

the precision of the observed score xij. In case this is

not practicable for various reasons, one can assume

that xij has the same variance within an expert i (but

allow it to vary between experts). Then, the variances

of the distributions of xij need not be delivered to the

supervisor, but can be estimated by the supervisor, as

discussed in the following section. Before one can use

the distribution N(M 00C, V 00C) as a supervisor, one

needs to compare it with the distribution obtained by

an alternative aggregation.

Assume now that we perform this training with nI

impostor samples (Y j ¼ 0 ) i.e. that we compute the

bias distribution N(M 0
i
I, V 0

i
I) when expert i evaluates

impostors, and the final distribution N(M00I, V00I), with
I being a label denoting ‘‘Impostor.’’ We do not write

the update formulas explicitly as these are identical

to (5,7,9) except that the training set consists of impos-

tors, for simplicity. One of the two distributions

N(M 00C, V 00C), and N(M 00I, V 00I), represents the true

knowledge better than the other at the test occasion,

j ¼ nT. At this point one can choose the distribution

that achieves a resemblance that is most bona-fide

to its role, e.g.

M 00 ¼ M 00C ; if 1�M 00C � M 00I ;
M 00I ; otherwise:

�
ð10Þ

Multiple Experts. Figure 1 The component distributions

with X1 �N(0,1), X2 �N(0,1.32) and the composite

distribution M �N(0,1 ∕ (1.3�2þ1)), (1).
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In other words if the client-supervisor has a mean

closer to its goal (one, because Y j¼ 1 represents client)

than the impostor-supervisor’s mean is to its goal

(zero) then the choice falls on the distribution coming

from the client-supervisor and vice-versa. An addi-

tional possibility is to reject to output a distribution

in case the two competing distributions overlap

more than a desired threshold. One could also think

of a hypersupervisor to reconcile the two antagonist

▶ supervisor opinions.

In practice most experts can deliver scores that are

between 0 and 1. However, there is a formal incompat-

ibility of this with our assumptions because the dis-

tributions ofZijwould be limited to the interval [�1,1]

whereas the concept we discussed earlier is based on

normal distributions taking values in] �1, 1[. This

is a classical problem in statistics and is addressed

typically by remapping the scores so that one works

with ‘‘odds’’ of scores

Xij ¼ log
X

0
ij

1� X
0
ij

ð11Þ

where Xij
0 2 ]0,1[. It can be shown that the supervisor

formula (10) and its underlying updating formulas

hold for Xij
0 as well. The only difference is in the con-

ditional distributions which will be log normal yield-

ing, in particular, the expected value exp(M
00þV

00
∕2)

and the variance exp(2M
00 þ 2V

00
)�exp(2M

00 þV
00
) for

YnT , (8).

Quality estimations for Bayesian supervisors. There

are various ways to estimate the variance of a score

distribution associated with a particular biometric

sample on which an expert expresses an opinion of

authenticity. The Bayesian supervisor expects this esti-

mate because it works with distributions to represent

the knowledge/opinion concerning the current sample

as well as the past experience, not scalars. It makes

most sense that this information is delivered by the

expert or by considering the quality of the score. Next

we discuss how these can be entered into update

formulas.

One can assume that the experts give the precisions

correctly except for an individual proportionality

constant.

sij ¼ ais2ij ð12Þ
Applying the Bayes theory again, i.e. ai is first modeled

to be a distribution rather than a scalar, then the

distribution of (ai j(zi,1,si,1), . . . ,(zi,n,si,n)) can be com-

puted (it is a beta distribution under reasonable

assumptions [4]). In turn this allows one to estimate

the conditional expectation of 1
ai
, yielding a Bayesian

estimate of the score-error variances

�si;j2 ¼ Eðs2inT jsinT ; ðzi;1; si;1Þ; � � � ðzi;n; si;nÞÞ
¼ sijE

1

ai

� �
¼ sijai ¼ sij

ðGi � DiÞ
n� 3

¼ ð13Þ

with

ai ¼ E
1

ai

� �
¼ ðGi � DiÞ

n� 3
; Gi ¼

Xn
j¼1

z2ij

sij

 !
and

Di ¼
Xn
j¼1

zij

sij

� � !2 Xn
j¼1

1

sij

� � !�1

ð14Þ

Note that, n will normally represent the number of

biometric samples in the training set and equals to

either nC or nI. From this result it can also be con-

cluded that if an expert is unable to give a differen-

tiated quality estimation then its variance estimation sij
will be constant across the biometric samples it

inspects and the �s2ij will approach gracefully to the

variance of the error of the scores of the expert (not

adjusted to sample quality).

The machine expert will, in practice, be allowed to

deliver an empirical quality score pij because these are

easier to obtain than variance estimations, sij. At this

point, one can assert that these qualities are inversely

proportional to the underlying standard deviations of

the score distributions, yielding

sij ¼ 1

p2ij
ð15Þ

where pij is a quality measure of the biometric sample j

as estimated by the expert i. If it is a human expert that

estimates the quality pij it can be the length of the

interval in which she/he is willing to place the score

xij, so that even human and machine opinions can be

reconciled by using the Bayesian supervisor. In Fig. 2 (1),

the performance of using this Bayes supervisor in a

recognition system relying on a fingerprint and a sig-

nature expert is shown. The quality scores are gener-

ated by human experts independent of the experiment.

To automatically find quality scores pij for biometric

samples is an emerging field of study [8–11]. The

results of Bayes supervisor are illustrated by Fig. 3

where three fingerprint (machine) experts’ opinions

4 M Multiple Experts
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are weighted to yield the supervisor opinion. The

experts are called A, B, and C and the quality measures

used were (1) no quality, i.e. pij ¼ 1 (2) An automatic

quality measure [10], (the method is publicly made

available by NIST), (3) another automatic quality mea-

sure based on local symmetries [11], (4) Quality

measures provided by human experts. At each experi-

ment, one of the four quality measures is attached to

the scores of A (so that this expert is called qA) in a two

or three expert configurations to evaluate the effect of

using sample adaptive quality measures in machine

supervisors. As can be seen, using quality measures

does improve the recognition performance. It is not

surprising that human experts perform better in qual-

ity estimation, as this is a very complex task in which

human experts still excel. However, the machine-

delivered quality estimates are fairing quite well, not

too far away behind human assessments of the quality.

It is also worth noting that the final decisions are

suggested by the machine supervisor which processed

both human and machine delivered opinion para-

meters transparently.

Discrimination Functions Based
Fusion

Discrimination functions are frequently used in pat-

tern classification and can also be used to fuse deci-

sions of biometric experts. Discriminative statistics

differs from Bayesian approach in that distributions

of random variables are not necessary for decision

making. Instead, modeling the decision boundaries is

Multiple Experts. Figure 2 The graphs, from [12], illustrate the recognition performance of two supervisors on the same

data-set (1) a probabilistic supervisor (Bayesian) (2) a discrimination based supervisor (SVM). The used experts were

common, F: fingerprint, and S: signature.

Multiple Experts. Figure 3 The graphs, from [11],

illustrate the recognition performance of two (qA, B) and

three (qA, B, C) fingerprint experts combined by the

Bayesian supervisor with automatically extracted quality

measures (attached to qA).
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the focus of attention. Here we exemplify the use of

this approach in fusion by Support Vector Machines,

SVMs [3].

Assume that we are given a set of observations

fx1; y1g; fx2; y2g � � � fxn; yng ð16Þ
where xj ¼ (x1, j, . . . ,x1, j)

T is a feature vector of dimen-

sion m, and yj is the class-label of the latter (relative to

the classes, ‘‘client’’ and ‘‘impostor’’), respectively. As-

sume further that the two classes are separable by a

hyperplane. Then there is an optimal hyperplane in a

high dimensional space to which x is mapped. For

simplicity we assume that the mapping is the (trivial)

identity transformation but other tranformations

using e.g. polynomials, or radial basis functions, can

be used with little impact on the discussion that fol-

lows next [3], provided that appropriate kernel func-

tions are used whenever scalar products are utilized in

computations. The separation hyperplane

f ðxÞ ¼ w � x þ b ¼ 0 ð17Þ
can be made to have maximal distance dmax to samples

belonging to the two classes, Fig. 4. The equation

can be multiplied by a nonzero constant such that

kwk¼1 ∕dmax. We can (using this freedom) represent

thereby the two class-labels asþ1 and�1, to follow the

convention of SVM litterature. Then, we have

f ðxjÞ � 1 if yj ¼ 1

f ðxjÞ � �1 if yj ¼ �1

�
ð18Þ

Equivalently, the distance is maximized if 1
2
kwk2 is

minimized under the constraints given by (18). If we

know w and b, the function f will be a discrimination

function, i.e. f(x) � 0 prompts for a decision yi ¼ 1.

The parameters w and b can be found by solving a

quadratic problem with linear constraints.

In case the classes are not separable by a hyper-

plane, slack variables xj are introduced so as to allow

a classification that makes an error, but that this error

is the smallest on the training/observation set. The

corresponding problem is still a quadratic optimiza-

tion problem

min
1

2
kwk2 þ

X
j

Cxj ð19Þ

subject to the constraints

f ðxjÞ � 1 if yj ¼ 1� xj
f ðxjÞ � �1 if yj ¼ �1þ xj

�
ð20Þ

The constant C assures that there is a limit on the

amount of change the training vectors can introduce

to the solution.

The SVM formulation allows one to construct a

supervisor that is able to assign a class label yj to the

score vector of m experts xj ¼ (x1, j, x2, j. . . xm, j)
T (at

j ¼ nT). However, such a supervisor would not be

quality adaptive yet, because the contribution of each

sample to the total cost function would be uniform

due to C ’s being a constant. This can be changed such

that the cost depends on the quality of the biometric

sample by means of a heuristically chosen function.

In the following section we follow the description

of [8] to obtain such a sample adaptation and a final

supervisor.

Let the original quality measure delivered by the

expert i be pij 2 [0, pmax] and

qij ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
pij � �pi

q
ð21Þ

where �pi is the average quality measure of the signals

that expert i delivered for the training samples, which

is also in the range of [0, pmax]. Then one can train m

SVMs, each having its own discrimination function

Multiple Experts. Figure 4 Illustration of two classes

(circle:client and square:impostor) that are separable by

a hyperplane with direction w. The support vectors that

define the separation hyperplane are represented by the

outlined square and the circle on dashed hyperplanes. The

width of the separation zone is 2 ∕kwk which is maximized

by SVM.
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fi, by defining the cost coefficients for the respective

function as follows.

Cij ¼ C

Q
i0 6¼iqi0;j

pm�1
max

� �g1

ð22Þ

The coefficient Cij represents now the cost of not

influencing the biometric sample j by expert i and it

is measured as the product of the quality measures of

other experts (excluding expert i) on the current sam-

ple j. The training samples of fi are xj
i, j : 1. . .n, which

equals to xj except that its component corresponding

to expert i has been removed.

x
i

j ¼ ðx1;j ; � � � ; xi�1;j ; xiþ1;j ; � � � xm;jÞT ð23Þ

Here the use of as superscript is in the sense of label,

not exponent, signifying that the data of expert i is

lacking. The exponent g1 is an empirically chosen

constant the purpose of which is to adjust the overall

influence of quality based discrimination on the final

decision. In a similar fashion an additional discrimi-

nation function f0 can be computed, except that the

cost coefficients are now defined as

Cj ¼ C

Qm
i¼1qi;j

pmmax

 !g2

ð24Þ

This represents the alternative cost of using all individ-

ual quality measures including those delivered by

expert i. The discrimination function f0 is obtained

by an SVM training on full length expert score vectors

xj, j : 1. . .n, as opposed to fi,i : 1, . . . ,mwhich trains on

xj
i, lacking the opinion of expert i. When the system is

operational at time j ¼ nT, the m quality scores qi;nT as

well as m expert scores xi;nT are available. The quality

measures qi;nT , as well as the corresponding scores qi;nT
and the discrimination functions fi, i : 1, . . . ,m, are

re-indexed such that q1;nT �� � �� qm;nT
. A final super-

visor can then be obtained by aggregating f0 with f1,. . .

fm as follows:

f Q ¼ b1
Xm�1

i¼1

biPm�1
i0¼1 bi0

f iðxinT Þ þ ð1� b1Þf 0ðxnT Þ ð25Þ

where

bi ¼
qm;nT

� qi;nT
pmax

� �a2

ð26Þ

The results of this supervisor is shown in Fig. 2 (2)

where fingerprint and signature traits are fused using

human expert opinions. Again, one can conclude that

skill and sample adaptation do help to improve the

recognition performance.
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