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Abstract

For content based image retrieval using shape descriptors, most
approaches so far extract shape information from a segmenta-
tion of the image. Shape features derived based on a specific se-
gmentation are not suitable for images containing complex stru-
ctures. Further, static segmentation based approaches are useful
only for a small set of queries. In this paper we discuss the li-
mitations of such boundary based shape features, and propose
an alternative shape characterization technique based on orien-
tation radiograms. A working image retrieval system based on
this approach is described, and sample results are presented for
a full-image query.

1 Introduction

The subject of content-based image retrieval has received enor-
mous attention from the image processing community in recent
years. Image retrieval systems typically administer large colle-
ctions of images, and allow the user to retrieve a set of images
which are relevant to a given query. Initial efforts in this dire-
ction consisted of extending standard database systems, usually
relational systems, to handle images as well. The file name of
the image was one field in a record. Other fields in the record
contained some attributes of the image. These attributes were
extracted manually. The main limitation of such a system is that
description of an image is fixed, and reflects only the perception
of the person who created the description. Retrieval systems ba-
sed on such a rigid set of attributes can service only a small set
of queries.

Content-based image retrieval (CBIR) systems address the is-
sue of automatic indexing and retrieval of images. Descriptive
features are automatically extracted from an image. The rele-
vance of an image in a collection, to a given query, is automati-
cally computed based on the degree of match between the set of
features present in the image, and that present in the query. Since
automatic feature extraction can be a computationally expensive
process, the usual approach is to save pre-computed features and
to use them during retrieval.

Several approaches have been proposed for CBIR. The most
commonly used features, for collections of still images, are ba-
sed on color and shape information. In the approaches that have
been proposed so far, image retrieval based on shape descri-
ptors requires a segmentation of the image. Shape descriptors are
then computed for the segmented regions. Besides the well un-
derstood difficulties in generating ideal segmentations, this ap-
proach also has the following problem. The segmentation of an
image is static, and is fixed at the time of data population, that
is, when the image is added to the collection.

In this paper we put forward the contention that segmenta-
tion based approaches are not best suited for image retrieval
problems. We suggest an alternative approach, based on orienta-
tion radiograms, where images are characterized using low-level
features that can be easily used for comparisons with queries.

In section 2 we discuss the limitations of segmentation based
approaches in more detail. The basic notions of orientation ra-
diograms are introduced in Section 3. Orientation radiograms
have been successfully used for image retrieval. The theoretical
aspects of such a system are discussed in Section 4 and an opera-
tional system based on these concepts is described in Section 5.
In section 6, we outline ideas for extending the existing system to
handle sub-image queries as well, based on length-filtered orien-
tation radiograms. Some conclusions are presented in Section 7.



2 TheProblem with Segmentation

Several operational CBIR systems offer the facility of shape-
based retrieval of images[1, 2]. The approaches proposed so far
for characterizing shape, involve an automatic segmentation of
the image. Assuming that a proper segmentation is available, the
next step is to generate a shape description for each region. The
shapes are usually described in terms of the boundaries of the re-
gions. For example, QBIC uses a set of 20 moments to characte-
rize shape [1]. Other boundary based shape features are derived
from the interesting points, the points of maximum curvature, of
the boundary [2].

Figure 1 shows a gray level image containing a complex stru-
cture. This image is rich in shape information that can be explo-
ited for the purposes of image retrieval. It is intuitively obvious,
however, that boundary based shape descriptors will not be ade-
quate for characterizing such images for the purposes of CBIR.
One might be inclined to argue that a large enough set of mo-
ments can be used to the shape information of complex sha-
pes. However, it can be easily shown that higher order moments
emphasize the outer boundaries more than the internal comple-
xities. Another, and more significant problem is that moments
are global features and are not additive in nature. Thus, they are
not useful for retrieval based on sub-regions of images, where the
user is interested in images containing the query-image as a part
of a larger image.

Figure 1: An ornament image. Shape based retrieval will
fail for such images if the indexing features are derived
from a segmentation of the image.

The most severe problem with segmentation based appro-
aches is that the decision as to whether a feature in an image is
important is made at the time of data population. The segmenta-
tion is static, and subsequent queries do not have any influence
on it. Picard [3] suggests pre-computing multiple segmentations
for an image, each reflecting a different aspect of the image. Ho-
wever, even when it is possible to segment an image in different

meaningful ways, there is no way of automatically generating a
set of segmentations that encompass all possible interpretations
of an image. Thus, while automatic segmentation does offer a
solution to the problem of manual image description, the under-
lying problemin theinitial relational database oriented methods
—that the high level of abstraction istoo drastic a decimation of
information, and can be useful to only a small set of queries —
still remains unsolved.

In this paper, we describe an approach to image indexing and
retrieval that is based on shape information but does not rely on
segmentation. An image is described in terms of the linear stru-
ctures present in it. The description is based on a set of orienta-
tion radiograms, which contain information about the linear stru-
ctures oriented in a specific direction.

3 Orientation Radiograms

The process of deriving the orientation radiograms of an image
is presented in this section. The image is first decomposed into
its iso-orientation components, also called orientation images.
Each orientation image of the decomposition can be seen as the
response to a (not neccesarily linear) filter tuned to a specific
orientation, called the pass orientation. Thus, an orientation
image contains information about the linear structures in the ori-
ginal image which are oriented along the pass orientation of the
filter. Summing the responses of the orientation image along pass
orientation yields a one dimensional projection, which is called
an orientation radiogram [4]. (The name is derived from an ana-
logy with X-ray imaging.)

To illustrate the representation of shape using orientation ra-
diograms, we consider the decomposition of the synthetic image
of a rectangle into six orientation images. The orientation ima-
ges considered in our experiments have one of the following six
pass orientations: 0°, 30°, 60°, 90°, 120°, and 150°. Figure 2
represents the (hypothetical) results of this decomposition. Only
two orientation images, corresponding to pass orientations of (
and 90°, have non-zero responses. The orientation radiograms
corresponding to the decomposition of Fig. 2 are shown in Fig.
3. The one-dimensional orientation radiograms can be used to
characterize a given shape, and for shape based discrimination.

Orientation radiograms can be obtained efficiently using li-
near symmetry computation [4]. For each pixel of the input
image, a linear symmetry vector is computed. The linear sym-
metry vector, z, is given by

z= (Vf_")2 xm (1)
where Vf and sm represent the complex gradient image,
f, + if,, corresponding to an image f, and convolution with an
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Figure 2: Decomposition of the image of a rectangle into
six preselected orientations. The orientation correspon-
ding to the decomposition is marked above the box.
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Figure 3: Orientation radiograms corresponding to the de-
composition shown in Fig. 2. Each radiogram is obta-
ined by projecting the corresponding orientation image
along its pass orientation. The pass orientation of each ra-
diogram is marked below the plot.

averaging filter, m, respectively. In geometrical terms, the linear
symmetry vector corresponds to optimal straight-line fitted to the
local power spectrum. The orientation of this vector gives the do-
minant orientation of the local neighborhood. The magnitude is
interpreted as a measure of certainty of this estimation.

Using the linear symmetry vector, we can compute the orien-
tation images, (%), as follows:

@

where ¢ gives the orientation of the linear symmetry vector, z
at a pixel-position, and 6; specifies the pass orientation. In our
experiments, 6, = %’,l =0,1,---,5. Therefore, we obtain six
orientation images for each image. The length |z| is normalized
linearly, so that it lies in the real range [0, 1]. In r;, the maximum
pixel-value, |z|, occurs when 6, = ¢ + nm, and minimum, 0,
occurs when 6, = ¢ + 5 + nm. As the difference between ¢
and 6; increases, the response (i.e., pixel-values in r;) decreases.
This decrease cannot be regulated in the framework of Eqn. 2.
We use the following definition for orientation images:

r1(&) = |z| (exp(Beos® (61 — ¢)) — 1) ©)

where the parameter 3 can be used to control the orientation se-
lection sensitivity. In our experiments, a constant value of g =
2.4, has been used for all the images in the collection.

rr = |z| cosz(ﬁl — ),

4 Image Retrieval Using Orienta-
tion Radiograms

In this section we briefly describe the procedure of retrieving
images from a collection, based on orientation radiograms. Be-
fore discussing the retrieval procedure, the criterion for compa-
ring images is described.

Radiograms are compared based on their Fourier coefficients.
An ordered set of ten Fourier coefficients, excluding the DC co-
efficient, is used to represent a radiogram. The peaks (maxima)
of the radiograms are the most salient features. Using the first ten
harmonics seems to preserve the peaks quite well. The Euclidean
distance between two sets of Fourier coefficients is used as a me-
asure of similarity between the corresponding radiograms.

When a new image is added to the collection, six orientation
radiograms are computed for the image. A vector composed of
the first ten Fourier harmonics is constructed for each radiogram.
Thus we have six vectors of Fourier coefficients for each image
in the collection. (In order to make the system invariant to image
flip, we consider only the real part and the absolute value of the
imaginary part, of each (complex) Fourier coefficient.)

A query is specified in the form of an image. For retrieval,
the six radiograms are computed for the query image. As with
the images in the collection, the radiograms of the query image
are represented by their respective 10-D vectors of Fourier co-
efficients. The set of radiograms of query image is compared
with that of each image of the collection, in turn. The simila-
rity between each radiogram of the image and the radiogram of
corresponding orientation of the query image, is computed. This
results in a set of six similarity measures for a given image of
the collection. The sum of these six similarity values (Euclidean
distances) is considered to be a measure of similarity between the
query and the image. The higher the number, the less similar the
image is, to the query. The images in the collection may be ran-
ked according to their similarity to a given query.

5 An Image Retrieval System for
Ornament Images

An image retrieval system using orientation radiograms descri-
bed above has been successfully implemented for a collection of
ornament images, an example of which is shown in Fig. 1. The
collection contains 500 gray level images of 94 ornaments. Each
image in the collection contains one ornament. Images of the or-
naments were obtained from old books in the library at the Uni-
versity of Lausanne [5]. One hundred images of ornaments were
scanned. Since the books were old and odd sized, the ornaments
were first photo-copied and then scanned as gray level images.



This process of course introduces further noise in the images. It
was found that in the case of six pairs of images, both represen-
ted the same ornament. Thus the entire set of images represents
only 94 distinct ornaments. This initial set has been expanded
into a collection of 500 images by applying five different combi-
nations of transformations such as horizontal/vertical flip, small
amounts of rotation, and different amounts of gamma correction,
to each of the 100 original images.

We present the retrieval results for one query. The query is
the image of an ornament which has been rotated by 5°, and flip-
ped horizontally. Further a gamma-correction with v = 0.4 has
been performed on this rotated, flipped image. Figure 4 shows
the query, and the five images that the system adjudged to be
the most similar to the query. The image on the top-left cor-
ner shows the query. The image on the top-right is the ‘clo-
sest’ image in the collection to the query. Note that the first four
images retrieved by the system all represent the same ornament.
Only the last image (bottom-right) represents a different orna-
ment. This is only because the collection contains only four ima-
ges of the ornament specified in the query. Since a ranked list of
the five images was requested, the system is forced to retrieve
an image of a different ornament. In all our experiments, there
was no false rejection when a list of five most similar images
was requested. If only the closest match to the query is conside-
red, the system shows an accuracy of 97.8% when radiogram ba-
sed shape descriptors are used. By comparison, the accuracy of
the same system falls to 49% when Reddi’s moment-based shape
descriptors are used as indexing features [6]. Of course, these
performance numbers are relevant only from the point of view
of a pattern classification problem.

6 Length Filtered Orientation Ra-
diograms

In this section we describe an extension to the current ornament
image retrieval system. The extension is based on studies of
hyper-complex cells in the human visual system. It has been
shown that certain cells in the human visual system respond to
linear stimuli having not only a specific orientation, but also ha-
ving a certain range of length. A similar effect can be achieved
by filtering the orientation images based on the lengths of the li-
near structures represented in them. The result is a set of length-
filtered orientation radiograms for each orientation image. First,
the length of each linear structure in an orientation image is
estimated. These measurements are used to construct, for each
orientation image, several (in our case, three) length-filtered
orientation radiograms.

As explained before, each orientation image contains linear

Figure 4: Results for a specific query. Top left: Query
image. The other images are the ranked list of images
returned by our retrieval system (ranked by similarity to
the query), for this query. Top right: image most similar
to the query; middle left: image ranked second; middle
right: image ranked third; bottom left: image ranked fo-
urth; bottom right: last image in the ranked list of five
images returned.

structures of the input image that are oriented along the spe-
cific pass orientation. We consider the sequential transverse-
and longitudinal-projections of each orientation image. The
transverse projection is obtained by projecting the orientation
image onto an axis perpendicular (transverse) to its pass orienta-
tion. Thus, for an orientation image having the vertical axis (90°)
as the pass orientation, the transverse projection would be obta-
ined by projecting the orientation image onto the horizontal axis.
Since the orientation images are gray-valued images, we com-
pute a projection of an orientation image, onto an axis, by sum-
ming the gray values of all the pixels that lie on the same line per-
pendicular to the axis. For example, the projection onto the hori-
zontal axis is computed by summing up the gray values of the pi-
xels that fall on the same vertical line. The peaks in the transverse
projection identify the positions of linear structures along the
transverse axis. This projection is used to segment the orienta-



tion image into several sections, such that each section contains
the linear structures represented by one peak in the transverse
projection. Next, each section of the orientation image is consi-
dered in turn. A longitudinal projection of each section is obta-
ined by projecting the section onto a longitudinal axis, that is, an
axis parallel to the pass orientation of the orientation image in qu-
estion. Each peak in this longitudinal projection corresponds to
exactly one linear structure in the section. The length of this li-
near structure can be computed from the longitudinal projection.
In this way, the length of every linear structure in an orienta-
tion image can be estimated. Figure 5 describes the projection-
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Figure 5: Decomposition of an orientation image using
transverse (y) and longitudinal (x) projections. A synthe-
tic image is shown on top. The projection-based decompo-
sitions of one orientation image (vertical pass-orientation)
are shown below.

based decomposition of orientation images. A synthetic image is
shown on top. One orientation image (corresponding to the pass
orientation of 90°) and its transverse and longitudinal decompo-
sitions are shown below it. Inthe figure, “Y projection’ shows the
transverse projection. Based on this projection, the orientation
image can be divided into two transverse sections. ‘X projection’
shows the longitudinal projection for the lower section. This iso-
lates two linear structures in the example orientation image. The
lengths of these regions may also be computed from the proje-
ctions.

The orientation image is now split into three length-filtered
orientationimages. The linear structures in the orientation image
are grouped into three length-ranges, and each group is represen-
ted in a separate length-filtered orientation image. Radiograms
of the length-filtered orientation images are called length-filtered
orientation radiograms. Thus, each length-filtered orientation
radiogram represents linear structures of the original image that
have a specific orientation as well as fall within a specific range
of length. Note that this information cannot be derived using
simple connected component analysis, since the orientation ima-
ges are gray-scale images.

Length-filtered orientation radiograms can be used to gene-
rate descriptions of local shape. We are implementing an image
retrieval system using length-filtered orientation radiograms.
This idea can be used to process sub-image queries, where the
user can request images which contain the query as a part of a
larger structure.

7 Conclusion

Existing image retrieval systems that use shape descriptors, rely
on a segmentation of an image to estimate the features of the va-
rious shapes in the image. Such an approach is inherently limi-
ted since the segmentation is static and does not take the user’s
needs into account. The segmentation provides a very high le-
vel of abstraction which limits the utility of the system to a very
small set of queries. Moreover, this approach yields boundary-
based shape features which are not adequate for characterizing
complex shapes, for example the ornament image shown in Fi-
gure 1.

In this paper we have described an image retrieval system that
utilizes shape information to index images in a collection but
does not use a segmentation based approach to derive the shape
information. The shape information present in an image is extra-
cted using orientation radiograms. This approach has several
advantages. Orientation radiograms represent a lower level of
abstraction than a rigid segmentation, and hence are more gene-
ral in nature. Thus, radiograms can adequately support a larger
variety of queries than features derived based on segmentation.
Secondly, orientation radiograms are very well suited for chara-
cterizing local shape information. One very useful property of
orientation radiograms is that they are additive in nature. Thus,
an image can be described by an aggregation of the radiograms
of its sub-images. This property is can be exploited for retrieval
using queries where only a portion of a larger image is specified.
Boundary-based global shape measures, such as moments, are
not additive in nature.

We use a collection of ornament images to present results
demonstrating the power of orientation radiograms for image



retrieval problems. Currently only queries that specify an entire
ornament are supported by the image retrieval system. In this pa-
per we have outlined the extension to our system for handling
sub-image queries.

It is true that our current collection pertains to a specific do-
main of images. An approach based on global histograms of
orientations has been successfully used for indexing a collection
of images with different textures [7]. Based on this report and
our own experiences, we are encouraged to believe that orienta-
tion radiograms can indeed be used to characterize shape infor-
mation in a fairly heterogeneous collection of images. We plan
to conduct experiments to determine the utility of orientation ra-
diograms for other kinds of images.
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