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Abstract

In this paper, a novel approach for printed character recognition using linear symmetry is proposed. When the conventional
character recognition methods such as the arti1cial neural network based techniques are used to recognise Brahmi Sinhala
script, segmentation of modi1ed characters into modi1er symbols and basic characters is a necessity but a complex issue. The
large size of the character set makes the whole recognition process even more complex. In contrast, in the proposed method,
the orientation features are e7ectively used to recognise characters directly using a standard alphabet as the basis without
the need for segmentation into basic components. The edge detection algorithm using linear symmetry recognises vertical
modi1ers. The linear symmetry principle is also used to determine the skew angle. Experiments with the aim for an optical
character recognition system for the printed Sinhala script show favourable results.
? 2004 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.

Keywords: Optical character recognition; Linear symmetry; Dynamic threshold; Skew correction

1. Introduction

Research on the development of OCR systems for
Brahmi descended South Asian scripts have been on the
records since early 1970s. But, only a very few of these
languages possess commercial OCR products at present,
indicating the challenges faced by reseachers. The very
nature of South Asian scripts has proved that the method-
ologies used in developing OCR systems for Latin scripts
such as English cannot be applied directly to these alpha-
bets. One reason for this is the complexity experienced in
the use of various modi1er symbols to modify consonants
in generating di7erent vocal sounds in South Asian scripts
which can be compared to the combining of consonants
and vowel letters in the Latin scripts [1]. The segmentation
of typed South Asian script is not trivial as in the case of
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typed Latin script consisting only around 30 symbols in the
alphabet.

A careful study shows that the avenues for applying the
methods that have been proposed to recognise other South
Asian Alphabets such as Devanagari, Telugu [2] to Sinhala
are slim due to the considerable di7erences that exist be-
tween Sinhala and other South Asian scripts. Lack of some
prominent features such as strokes, segments of straight
lines and junctions in Sinhala characters that are common
in many other South Asian scripts [3,4], is one example.
This is explained by the generally rounded shape of charac-
ters in the Sinhala alphabet. Therefore, the necessity arises
for a suitable approach that could explore the unique fea-
tures of Sinhala characters in the process of recognition of
the Sinhala script. This paper proposes the e7ective use of
orientation features of the Sinhala script in skew correction
and recognition. Further, the proposed algorithm does not
require the segmentation of the script into basic components
which could have been a highly complex issue.

Results of the experiments show the accuracy rate as high
as in many works carried out for other South Asian alpha-
bets.
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Fig. 1. Distinct and similar shapes of characters.

1.1. Alphabet and the modi6cation process

The Sinhala script used by over 80% of the 18.5 million
population in Sri Lanka has been descended from the ancient
Brahmi script and evolved independently over two millen-
nia many centuries. The Sinhala language is unique to Sri
Lanka and the Sinhala characters that are generally round
in shape di7er from all the other Brahmi descended scripts
in South Asia. The Sinhala alphabet consists of 18 vowels,
41 consonants and 17 modi1er symbols. A vowel may ap-
pear only as the 1rst character of a word and a consonant is
modi1ed using one or more of the modi1er symbols to pro-
duce the required vocal sound. The total number of di7erent
modi1cations from the entire alphabet including the basic
characters is nearly 400. Although each character possesses
a distinct characteristic shape to distinguish from the oth-
ers, some characters resemble with one or more of the other
characters by their appearance. Some examples are given in
Fig. 1.

Modi1cation of a character is carried out by simply adding
one or more modi1er symbols before/after/above/below the
character without a7ecting its general shape. However this
rule is violated for a speci1c subset of the alphabet number-
ing to 10 characters, in most of the printed scripts, to give
a better appearance (Fig. 2). Also, in some modi1cations,
the joint between the character and the modi1er symbol is

Fig. 2. Violation of modi1cation rule by changing the shape of a
character (basic character is in the extreme left).

smoothed to make the modi1ed character appear as a single
unit of symbol (see Fig. 3).

1.2. Characteristics of the script

A single line of script is organised in three horizontal lay-
ers. The middle layer contributing to approximately 50%
of the total line height, mainly include 15 basic characters
and 9 modi1er symbols. Twenty two other basic characters
occupy the middle layer and the upper layer, with approx-
imately 75% and 25% of the total height of each character
in each layer, respectively. The middle and the lower lay-
ers include the remaining 8 characters, with approximately
75% and 25% of the total height of each character in each
layer, respectively. Four modi1ers occupy the upper layer
while the remaining 5 modi1ers are assigned to the lower
layer. The upper and the lower layers are of equal height
each having 25% of the total line height (Fig. 4).

2. Recognition process

2.1. Theory

The theory used in the recognition process is the orien-
tation 1eld tensor [5,6] which has been used e7ectively in
many applications over the past few years. A local neigh-
bourhood with ideal local orientation is characterised by the
fact that the grey value only changes in one direction. In all
other directions it is constant. Since the grey values are con-
stant along lines, local orientation is also denoted as linear
symmetry [5]. The linear symmetry is also represented in
the form a vector. Since the direction of a simple neighbour-
hood is di7erent from the direction of a gradient, which is
strictly cyclic, representation of the linear symmetry needs
the doubling of the angle of orientation. The vector that rep-
resents the linear symmetry is composed of two quantities.
One is the orientation angle and the other is the certainty
measure.

2.1.1. Mathematical representation
The local orientation is determined using the following

three steps [6].

(i) Select a local neighbourhood from the image using a
window function.
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Fig. 3. Same phonetic sound but (a) two di7erent modi1er symbols, (b) three di7erent modi1er symbols, (c) modi1cation by changing the
original shape of character, (d) modi1er symbol placed inside the frame of the basic character.

Fig. 4. Three-layered structure of a line.

(ii) Fourier transforms the windowed image.
(iii) Determine the local orientation by 1tting a straight line

to the spectral density distribution.

When 1tting a straight line, the sum of the squares
of the distances of the data points are minimised (see
Fig. 5).

Fig. 5. Representation of linear symmetry in the frequency domain.

Since the minimisation of di is the same as the maximi-
sation of Si; , the following equation is obtained:
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The orientation is obtained as the eigenvector of the largest
eigenvalue of structure tensor J . J can be rotated so that it is
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diagonalised. The rotation matrix is in fact the eigenvector
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Comparison of the diagonal elements on both sides of the
equation gives
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Angle of I20 represents the (2 × angle) where the angle is
the inclination angle of the 1tting orientation if the linear
symmetry exists, and I11 represents the sum of the best and
the worst total errors.

The linear symmetry algorithm that extracts the tensor is
characterised by the fact that it delivers a dense orientation
1eld along with certainties. In case of high con1dence on
the existence of orientation, the linear orientation represents
the least change of grey values in one direction and maxi-
mal change in the orthogonal direction. Hence a linear sym-
metry tensor for an image is constructed by averaging the

Fig. 6. Original image (above) and linear symmetry tensor (below).

orientation of the local neighbourhood, for each pixel of the
image (see Fig. 6).

2.1.2. Implementation
In the implementation, the linear symmetry (LS) tensor

of the image of the script to be recognised, is initially built.
Each pixel of this LS tensor (i.e. I20 de1ned in Section 2.1.1)
which is represented as a vector will be of the form x + jy
where j =

√
(−1). The length of the vector is a measure

of the local ‘LS strength’ and the argument is the estimated
local orientation.

The I20 vector is constructed by 1ltering the original image
with two derivative 1lters (created as Gaussian kernels),
in the x-direction and in the y-direction, respectively, and
by combining the two resulting images (dxf and dyf) as
I20 = (dxf + j∗dyf)2.

(In the MATLABJ implementation, four Gaussian ker-
nels dx; dy; gx and gy are created and used as derivative
1lters [5], to 1lter the image using the Matlab function ‘1l-
ter2’ which does a 2-D convolution. The resulting images
dxf and dyf are obtained by the 1ltering operations

1lter2(gy; 1lter2(dx; img)) and 1lter2(gx; 1lter2(dy;
img)), respectively, where img is the original image repre-
senting a script).

In the process of identi1cation of a certain Sinhala char-
acter, the following principle is used:

max
|b|=1

(b∗)ta= �|a|2;

where b is of the form a + je, represents the LS tensor of
the character and a is of the form La+ j Le, represents a frame
within the LS tensor (I20) of the image of the script. The
dimensions of the frames of a and b are the same. a; e; La and
Le are real values and � is an arbitrary constant.

In other words, the scalar product (b∗)ta (referred to as
‘correlation’ in the future) is maximum if the elements of
b are in the complex conjugate direction of the elements of
a. Therefore, when the LS tensor of the character which is
being recognised coincides with an occurrence of the same
character in the LS tensor of the image, the product (b∗)ta
will attain a relatively high value. (Note: b, which is the
LS tensor of the character being recognised is extracted in
advance from the LS tensor of an image of a similar script.)
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Fig. 7. Layer (zone) boundaries.

2.2. Determination of skew angle

Almost all the recognition algorithms need the text lines
in the input image to be horizontal. Therefore, any skew
associated with the input image needs corrections prior to
recognition. Experiments show that the recognition algo-
rithm proposed in this paper tolerates a skew of +1◦ to −1◦.
The accuracy of recognition deviates considerably with the
increasing skew. Therefore a robust method for skew cor-
rection needs to be incorporated.

Careful observation of a line of Sinhala script shows that
the boundary between the upper and the middle layers and
the boundary between the middle and the lower layers (Fig.
7) possess the highest density in the horizontal direction. The
horizontal projection of a sample script clearly agrees with
this concept. This is due to the fact that any character in the
alphabet should touch either one or both of these boundaries.
Therefore, tracing the appearance of one of these boundaries
in a skewed script could be used to determine the skew angle.
Although any straightforward method to detect a boundary
line could have been used, a more appropriate method using
the linear symmetry (LS) tensor has been proposed.

The linear symmetry tensor which gives information for
each pixel of the image, on how it is organised with respect
to the orientation within a local neighbourhood, could e7ec-
tively be used to determine the orientation of the script. In
general, the orientation angle of the resultant vector of all
the vectors representing the LS for each pixel of the image
would provide a near approximation to the skew angle.

In order to improve the accuracy, the interference to the
1nal result from the following components should be elim-
inated:

(i) edges of the image,
(ii) background of the image, which consists of pixels hav-

ing random orientations of low con1dence,
(iii) other pixels (within the text area) having orientations

of low con1dence.

The results obtained for the LS tensor derived in Section
3.3.2 yield the skew angle within +1◦ to −1◦ accuracy,
which is well within the required accuracy for the recogni-
tion algorithm (see Fig. 8).

2.3. Recognition procedure

2.3.1. Testing character set
The recognition process is based on the examination of

the correlation of characters in the script of image with each

Fig. 8. Stages in de-skewing.

character of the character set through a 1ltering operation.
The testing character set which consists of all the characters
including the composite modi1ed characters and the hor-
izontal modi1er symbols, is built by extracting characters
from an LS tensor. Each character in the testing character
set is 1ltered (one character at a time) through the LS ten-
sor of the script in order to identify its occurrences in the
entire script.

The plot of correlation at each pixel (Fig. 9) shows that,
each occurrence of the character being tested gives a strong
correlation. A suitable threshold that separates the required
character from the rest of the characters in the script, is
then determined. This procedure is conducted for each and
every character of the character set. During this process,
it has been observed that a total number of 35 characters
amounting to 60% of the character set separates from all
the other characters with a clear threshold (Fig. 9(a)) while
the balance 40% confuse with one or more characters with
similar shapes (Fig. 9(b)). Eight such confusing groups have
been identi1ed.

Once all the di7erent confusing groups are identi1ed,
another level of 1ltering is carried out to separate each
character within the confusing group. The secondary level
of 1ltering is performed to examine the correlation of a
distinct segment from one character with all the members in
the group (Fig. 10). A suitable (secondary) threshold that
separates each character from the rest is then determined.
A further level of 1ltering is carried out if the confusion
still occurs.

The structure of the testing character set is as follows.

Character Identi6er
LS Tensor of character
Primary Threshold
Flag to indicate confusing status
Secondary Threshold (for confusing characters)
Tertiary Threshold (for confusing characters)
ASCII Value of character
Estimated Frequency
Type of Character (determined according to the modi6able
status)

2.3.2. Recognition
The image is initially pre-processed to remove the back-

ground noise. The image is then scaled (if necessary) to
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Fig. 9. Correlation of a character with the script: (a) left—a character with a unique shape; (b) right—a character confusing with similar
shapes.

Fig. 10. Correlation of a distinct segment from one character with
two similar characters.

match the average height of a character to that of the testing
character set.

Recognition of the script is performed in the following
two stages:

(i) Direct recognition of horizontally present characters
(basic characters, composite modi1ed characters e.g.
Fig. 2, modi1er symbols).

(ii) Modi1ers (if) present vertically on top or at the bottom
of a recognised character.

Stage (i): Filtering of the LS tensor of each character
of the testing character set with the LS tensor of the script
is performed. In each 1ltering cycle, all the occurrences of
the character which is being tested, are identi1ed. If the
testing character is a confusing one, the secondary level of
1ltering is carried out in order to determine the acceptance
or rejection of the identi1ed character. A tertiary level of
1ltering is carried out similarly.

It has been observed that, in addition to the highest value
of correlation produced usually at the centre of the character,
a few more relatively high values are also produced around
the neighbouring pixels. This is due to the fact that the
template of the testing character nearly coincides with the
neighbouring pixels around its centre giving a relatively high
correlation. This will result in recognising the same character
in the image more than once. Therefore, once the 1ltering of
a particular character has been performed, non-maxima in
a small neighbourhood (e.g. 3 × 3) are suppressed in order
to eliminate the multiple acceptance of the same character
(Fig. 11).

2.3.3. Handling of di>erent fonts
The pre-determined (primary) threshold associated with

each and every character of the recognising alphabet is e7ec-
tive only to recognise a script with identical or nearly iden-
tical font. Although the size variation of the same font could
be dealt with by resizing the original image without need to
change the threshold, it is necessary to investigate a method
to adjust the threshold dynamically in order to recognise a
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Fig. 11. Suppression of non-maximum (before and after).

script with di7erent fonts. Therefore, the following method
is proposed to generate a dynamic threshold to recognise a
script with a di7erent font. The frequency of each and every
character of the character set is estimated using statistical
methods. This is stored as a percentage value in a separate
1eld in the recognising character set. The total number of
characters in the input image of script is estimated using the
following procedure:

(i) Separate all the lines and calculate the average line
height of the script by horizontal projection.

(ii) Separate all the words in the script by applying vertical
projection for each line.

(iii) Estimate the average character width by using the
height/width ratio.

(iv) Use the average character width to estimate the number
of characters in each word hence estimate the total
number of characters in the script.

The expected number of each character (of the alpha-
bet) in the given script could then be determined. (How-
ever, reliable values for only a very few (e.g. four), more
frequent characters are required for this process.) By taking
the primary threshold associated with the particular charac-
ter in the recognising character set as the basis value, this
threshold could now be adjusted (by applying a stepwise
increasing/decreasing routine) until the expected number of
characters are recognised. The 1nal value of the threshold
is the exact threshold that recognises all the occurrences of
the relevant character in the given script.

A summary of the algorithm used to determine the pri-
mary threshold is given below:

(i) Determine the estimated number of characters in the
given script of image.

(ii) Use the frequency of the basis character to determine
the number of expected occurrences in the given script
of image.

(iii) Execute the recognising algorithm to determine the
number of acceptances of the basis character in the
given script of image (using the standard threshold as
the preliminary value).

(iv) Compare the number of acceptances with the
expected value and perform the stepwise incre-
ment/decrement of the preliminary threshold value
until the expected number of characters (or an approx-
imation) is achieved.

However, the dynamic threshold calculated for a selected
character of the alphabet could be used as the basis value to
determine the thresholds for a subset of the alphabet with a
larger number of members.

The dynamic threshold (tx) for any member character (X )
of the subset, is now given by

tx =
ta
Ta

× Tx;

where Ta and ta are standard and dynamic thresholds of basis
character, respectively, and Tx is the standard threshold of
(any) character X .

Stage (ii): For each recognised modi1able character (see
Fig. 12), testing for the presence of vertical modi1ers and
identi1cation (if present) is performed in the this stage. Us-
ing the ‘type’ 1eld of a character which provides the modi-
1able status and the centroid of the character at which it has
been recognised, for each modi1able character, its virtual
boundaries without modi1ers (i.e. in its basic form) are de-
termined. The upper and lower boundaries are then extended
to meet the upper and lower boundaries of the (virtual) line
(Fig. 13). The extended rectangular area in the respective
LS tensor of the image (above and below the basic charac-
ter position) is then examined for the presence of possible
edges. As the presence of an edge indicates the presence of
a modi1er, the LS tensor of the same area is 1ltered with LS
tensors of appropriate modi1er symbols in order to recog-
nise the exact modi1er symbol.

The recognition algorithm is as follows:

Input Image of Script
Input File of Character Set (Section 3.2.1)
Pre-process Image to remove background noise
Perform horizontal-projection to extract Line-Data and

adjust image size
Construct LS-tensor (I20)
Read First Character (from the 6le of character set)
While not-end-of-character-set do

Determine the Primary Threshold (for the current
character)

Filter Current Character with the LS Tensor of
Image ∗=Primary Filtering =∗

Suppress Non-Maxima in the resulting Image
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Fig. 12. Classi1cation of recognised basic characters: (a) no modi1cation, (b) modi1ers on both top and bottom, (c) modi1ers on top only,
(d) modi1er at bottom only.

Fig. 13. Recognition of vertical modi1ers.

While not-end-of-image do ∗=for each pixel of the
image=∗
Identify any occurrence of the character ∗=

correlation above primary threshold=∗
Get (isolate) the identi6ed occurrence from the

image
If a confusing-character
Determine secondary threshold
Perform secondary-6ltering =∗ and tertiary-

6ltering if necessary∗=
End-If ∗= a confusing character=∗
Store image-co-ordinates (i.e. Row Number,

Column Number) of the occurrence
End-While ∗= not-end-of-image=∗
Add all recognised occurrences of current character

to Output Character Array
Read (next) Character

End-While ∗=not-end-of-character-set=∗
For each recognised character in the Output Character

Array
If Character is modi6able and a modi6er is present

Recognise Modi6er
Store Modi6er co-ordinates in Modi6er Array

End-For ∗=Output Character Array =∗
Merge Modi6er Array with Output Character Array
Sort Output Character Array on Column No .within the

Row No.
Write Output Character Array to a Text File

Since a character is identi1ed directly within the image
of the script, the need to segment individual characters prior

to recognition does not arise. Symbols such as comma, full
stop, question mark are also recognised in the same manner.

3. Experimental results

3.1. Skew correction

The proposed method to determine the skew angle us-
ing linear symmetry was compared with the straightforward
projection method and a method used for the image in the
frequency domain [7]. In most of the cases, performance of
the proposed method was slightly better than the other two
methods (Table 1).

3.2. Recognition

Experiments were conducted using a variety of script im-
ages for the proposed method. Since no extensive research
has been done for the recognition of the Sinhala script, in

Table 1
Experimental results—determination of skew angle

Skew angle set in Experimental values
the original image

Using LS Using projection Using frequency
image method image

17 (R) 17.60 17.33 18.02
38 (R) 37.85 39.42 38.20
57 (R) 57.27 59.05 58.67
7 (R) 7.27 7.20 8.04
4 (R) 3.74 6.50 4.72
85 (R) 84.41 NA 83.70
27 (L) 25.84 26.40 26.81
63 (L) 62.94 NA 60.00
16 (L) 15.07 17.25 14.33
3 (L) 3.00 1.06 NA
6 (L) 6.05 6.22 8.83
17 (L) 17.81 16.20 16.70

(R)—right skew, (L)—left skew, NA—no acceptable results.
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Table 2
Experimental results—recognition of script

Font type Recognition rate

Proposed method Bench mark method

Same as recognising character set 84–93% 55–62%
Di7erent from recognising character set 75–88%

addition to these experiments, a segmentation based method
presented in Ref. [3] to recognise Brahmi descended Bengali
characters, was also tested as a bench mark for the same
images of Sinhala script in order to compare the performance
of the proposed method.

The experimental results as shown in Table 2, are classi-
1ed into two categories namely, the recognition of the font
which is identical to that of the recognising character set
and the recognition of di7erent fonts.

Each image carried 600–1200 characters and the quality
of images varied from more noise to less noise and some
of the images were captured from the newspapers of low
quality prints.

4. Conclusions and future work

The results of the experiments establish an e7ective foun-
dation to use linear symmetry as the principal feature for
the recognition of printed Sinhala characters. Since the Sin-
hala language and the script have been evolved more in-
dependently in the island of Sri Lanka, without a close
connection to other South Asian languages in the Asian
sub-continent, some of its characteristic features need to be
handled distinctly. The experiments conducted for the alter-
native method indicate that the errors in segmentation con-
tribute largely for the errors in recognition. Since the seg-
mentation of individual characters is not required in the pro-
posed method, more attention could be paid to minimise the
errors in the recognition process. Also, it is an advantage
that the linear symmetry itself is used to separate confusing
characters because no additional implementations and com-
putations needed.

In the future work, it has been planned to incorporate, the
characteristic features of the Sinhala script (e.g. a vowel is
used only as the 1rst character of a word), statistical meth-
ods, the use of contextual information such as an on-line dic-
tionary. The experiments being conducted to use the ANNs
to improve accuracy in the classi1cation of characters within
confusing groups show a further improvement.
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