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Summary

This paper presents the European projed « M2VTS» which stands for Multi Modd Verification for Teleservices and
Seaurity Applications. The primary goa of this projed is to addressthe isaue of seaured accessto locd and centralised
services in a multimedia environment. The main objedive is to extend the scope of application of network-based services
by adding rovel and intelli gent functiondaliti es, enabled by automatic verification systems combining multimodal strategies
(seaured accessbased on speedy, image or other information). The objedives of the projed are dso to show that limitations
of individual technologies (spe&ker verificaion, frontal face athentication, profile identificaion,...) can be overcome by
relying on multi-modal dedsions (combination or fusion of these technologies). The paper is organised as follows: in
sedion 1, the main goals of the projed are given. Then, in a second sedion, the list of participants is given and shortly
discussed. Sedion 3 is dedicated to four major achievements of the projed. Finally, some conclusions are suggested.
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1.0Objedives of the projed

M2VTS (« Multimodal Verification for Teleservices and
Seaurity Applicaions») is a projed suppated by the
European commisgon within the ACTS program (projed
AC-102). The primary goal of the M2VTS projed is to
addressthe isaue of seaured accessto locd and centralised
services in a multimedia environment. The main objedive
is to extend the scope of applicaion of network-based
services by adding rovel and intelligent functionaliti es,
enabled by automatic verificdion systems combining
multimodal strategies (seaured access based on speedy,
image or other information). The major problem in user
authenticetion is to achieve on the one hand toll
performance false accetance rate & low as possble
(minimise accesto impostors), and false rejedion rate &
low as posshle (a registered user should access to his
system in any case), and on the other hand stand the wide
range of conditions of use of such systems as well as
provide egonomicdly viable solutions. The objedives of
the projea are dso to show that limitations of individual
techrnologies  (speker  verificdion, front  face
authenticeion, profile identificaion,...) can be overcome
by relying on multi-modal dedsions (combination or
fusion of these technologies) and can take benefit of the
emerging multimedia environment: workstations, network
computers, smart phones (that are more axd more ejuipped
with audio and video cgpabiliti es). The research is driven
by the goplicatiion neads and user requirements. Therefore,
work has esentialy been driven by four main goals:

1. Develop datforms for evaluation, implementation
and fast prototyping of technology. Submit these
platforms to user tests in red situations; in order
to measure the aequacy between user
requirements and current maturity of the
technology.

2. Develop dgorithmic  solutions for  user
authentication in  a multi-modal  context.
Implement these solutions on the software
platforms for fast prototyping. Refinements of the
algorithms based on the results of the user tests in
red situations

3. Develop prototypicd applicaions for end users.

4. Performfinal test at end users stes.

The projed commenced in November 1995and is now in
its final yea. At the time of writing this abstrad, the
projed is now focusing on field test of the fina
applications.

2.Participantsto the projed

In order to adchieve the initial goals of the projed, a
consortium has been made aound key players in
Biometrics technology and Seaurity applicaion fields. The
M2VTS projed isled by Matra Nortel Communications
(Fr), the French n°2 in telecmmmunicaions. Two cther
private mmpanies are technicdly involved in the projed,
Cerberus A.G. (CH) on the one hand who commercialises
a wide variety of seaurity applicaions, and Ibermatica
S.A. (SP) on the other hand who develops multimedia
applications with seaured access and in particular in the
banking sedor.

M2V TSis clealy atechnology oriented projed and is thus
built around several reseach ingtitutes with extensive
experience in the domain of biometrics technology: Ecole
Polytechnique Fédérale de Lausanne (CH) for face
recognition and fusion strategies, Aristotle University of
Thessaloniki (GR) for face rewmgnition, Université
Catholique de Louvain (B) for profile recgnition and
fusion strategies, University of Surrey (GB) for face
recognition, lip trakking and large multimodal database
recording, Royal Military Academy (B) for 3D fadal
surface verification, the Institute Dalle molle
d’Intelligence Articificielle Perceptive (CH) for spedker
verificdion, lip tracking and fusion dedsion strategies,
Ingtitute of Microtechnology/University of Neuchatel
(CH) for speed algorithms optimisation and software
integration onto hardware platforms, University of Carlos
[l (SP) for spedker verificaion.

Finadly, to guarantee that the projea leals towards
applications that fulfill the need of potential end users,
three other companies are involved in the projed whose
role isto participate to the gplication spedfications and to

2 M2VTS s a European projec of the ACTS program (projead AC 102). More information on the projed can be found on

the official web site : http://www.tele.ucl.ac.be/M2VTS
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test the final applicaions prototypes. Those mwmpanies are
Compagnie Européenne de Téléseéaurité (European
Teleseaurity compary), Unidad Temica Auxilliar de la
Policia (Basque pdlice) and the Banco Bilbao Vizcaya

3.Major achievements of the projed

The magjor achievements of this projed can be grouped in
four caegories: the recording of large multimodal
databases, the development of innovative multimodal
techniques, the development of hardware platforms where
the multimodal technologies are integrated and the
redisation of several applications for seaured access
These cdegories are further detailed below.

3.1. Innovative Multimodal Verification Techniques

Speed and facereagnition have echibited a tremendous
growth for more than two decales. A criticd survey of the
literature related to human and macdhine facerecognition is
found in [4], and in [2,5] for speed recognition/spedker
recgnition. Within the M2VTS projed, even if more
emphasis was put on face rewmgnition and spedker
verificdion, other important modaliti es related to image
were studied. In summary, the key techniques developed
include:

. Frontal facereaognition algorithms with very low
error rate (4.9% to 70 Equal Error Rate (EER) on
a database of 295 persons for the best algorithms).
Most of these techniques run very efficiently (less
than a few semnds on modern procesors) (for
further information one may consult: [6,7,8,9]);

. Profile recognition with very low error rate on
«ided conditions» images (7% EER) [10];

. Lip tracking techniques[3][11];

*  Speed verificdion techniques leadingto very low
error rates (less than 3% EER). The spedker
verificaion techniques are éther Text dependent
(i.e. the spedker is asked to pronounced a spedfic
text that can be prompted on screen) using Hidden
Markov Model (HMM) clasdfication technique,
or text independent using arithmetic-harmonic
sphericity measure [2,14,15,19];

. Fadal surface aalysis by 3D cegpture and analysis
[13].

Furthermore, the primary interest of the projed is to take
benefit of these multiple modalities to build biometric
systems for seaurity applicaion with several order of
magnitude aceracy improvements. As such severa
innovative fusion techniques were developed such as
clustering a gorithms (split and merge dgorithm), Bayesian
fusion, Fisher linea discriminant and fusion classfiers. In
the latter approadh, fusion is viewed as a particular
clasdfication problem and techniques such as Suppart
Vedor Madine (SVM) and Logistic Regresson proved to

be particularly adapted to the fusion task [17]. On the first
M2VTS database @ntaining 37 persons [16], the best
results obtained using threemodaliti es are given below: the
merit of ead approach developed in the projed is
currently assessd on the extended M2VTS multimodal
database of 295 persons (described below).

M odality TE FAR/FRR
Face 11.0% 3.6%/7.4%

Profile 7% 2%/ 9%
Speedh 6.7% 6.7%/ 0.0%
Fusion (SVM) 0.2% 0.2% / 0.0%
Fusion (RBE-SVM) 0.1% 0.1% / 0.0%
Fusion (Bayesian) 0.5% / 0.0%

Table 1: Results obtained by individual modalities and by
different fusion algorithms on a 37 persons database (see [17]).
(FAR= False Acceptance Rate; FRR=False Rejection Rate;
TE=Total Error ; SYM= Suppet Vedor Machine; RBFSVM=
radial basis function S/M) (seealso [7][10][12]).

3.2 Large Multimodal Databases

In this projed a large database of talking and rotating
heads was aaqquired for the purpose of training and testing
multi-modal face ad speed verificdion systems. In
aqquiring the database, two hurdred and ninety five (295
persons from the University of Surrey visited a recording
studio four times at approximately one-month intervals to
insure sufficient variability. On ead visit (sesson) two
recordings (shots) were made. The first shot consisted of
speed whilst in the second shot the subjed was asked to
rotate his head through a series of set positions (see below
for an example on two subjeds). This Extended M2VTS
database (xM2VTSdb) extends the 37 persons database
[16] aqquired in the first yea of the projed and it is our
belief that this database is the first of its kind and that it
should encourter a dea success from the scientific and
business communities. Concurrently, «red conditions»
databases are dso huilt during field tests. In particular,
situations auch as non-uniform lighting, smiling faces, or
scde ae represented.

3.3 Platforms

In order to illustrate the usefulness flexibility, and
potentidities of the multi-modal verificaion techniques
developed in M2VTS two hardware platforms have been
built.

The first hardware platform consists in a powerful and
general multimedia platform based on a multi processor
chip TMS320C80 from Texas Instruments (T1). This

through ISDN. From the gplicaion point of view, the
platform supparts the implementation of a broad range of
applicaion software, including sustained speed (text-
independent spedker verification) and image processng,
and videoconferencing standard H.320. The hardware
being designed for red-time speed and image processng,



a multi-modal verificaion can be procesed in a few
seaonds. One of the gplicaion developed in the projed is
based on this hardware platform (Seaured access with
central monitoring/alarm verification (seesedion 3.5)) and
is currently under field test.

The seand hardware platform, based on the MVC board
designed by Matra Nortel Communicaions and dedicaed
to text-dependent speker verification, is powered by more
conventional DSPs (three processors TMS320C50 from
TI). Thisboard is designed to be plugged in a PC using the
ISA bus. Thanks to a multi-channel telephony interface it
provides access to four PSTN lines of a PBX.
Conseguently, this oond patform (MVC/PC) is usable
for various accesscontrol applicaions:

-Locd applications for physicd accesscontrol.

-Remote gplicaions for access control to teleservices
such as telebanking, teleshoppng or any teleservices
applicaion throughInternet.

In an ealier stage of the projed, this flexible
software/hardware platform was used to develop severd
demonstrators that were placel at end user sites and
evauated using badground technology. The results of
these first field tests dowed that in genera the systems
were not well acceted due to the ladk of reliability and
espedadly in difficult conditions (variable lighting, scde
variation, badckground noise..). This typicdly
demonstrated that there was a dea need for new and more
robust techniques for biometrics person authentication.

At the aurrent stage of the projed, the best multimodal
techniques have been integrated in the flexible platform
and tested in red conditions. These tests have drealy
permitted to iterate abadk and forth collaboration between
industrial and acalemic expertsin order to ogimise and to
enhance the robustnessof the dgorithms in red conditions
and interesting results have dready been produced for
asymmetric lighting [18]. From this prototyping platform,
severa appli cations have been developed (seenext sedion)
and since the dgorithms implemented in the gplications
dready acdiieved far better performance than the
badkground technology, there is no daubt that the
accetance by users will be significantly higher. Field tests
a end user sites are now conducted and should confirm
that expedation.

3.4. Applications

Seven prototypicd applicdions integrating multimodal
biometrics verificaion have been developed in this projed
by the threetechnicdly involved industrial partners. Most
of these gplications have been built using an Applicaion
Generation Toad developed in the projed. Thanks to this
tod, the projed managed to develop severa applicdions
based on audio-visual verificdtion. These ae seaured
access to locd information systems, seaured accessto a
building with or without central monitoring, teleservices
applicaion throughInternet and on cash dispensers. Due to
the limited avail able spacefor this abstrad, only the cah
dispenser teleservices application is described below :

A M2VTS application: cash dispenser Teleservices

application: This applicaion controls and verifies the
identity of a person who accesses the different teleservices
provided by a Bank (Banco Bilbao Vizcaya) through its
cash dispenser net. The system is composed of a canera,
that takes the frontal image of the faceof the user and o a
microphone or recrding system of audio that permits the
use of the voice, in addition to a magnetic cads realer that
provides the system with the identification of the user. The
user authenticaion and access to the bank services is
performed in the cah dispensers. The dispenser will be
based in a Pentium PC equipped with camera and
microphone.

Operator console

Microphone

The multimodal biometrics g/stem runs on the cah
dispenser with the following wser interface integrated in
typicd screens driven dialogue. The sequence of screensis
as follows (see picture below): the first screen shows a
welcome message and a button to begin the authenticaion
process The second screen asks the user to insert his card.
When the cad isread, the system evaluates its validity and
allows to continue or to stop at this point. The third screen
is the audo verification screen: the user presss the first
button, then starts talking. The fourth and last screen is the
face authentication: the user is asked to place his face
between two horizontal lines and when ready to pressthe
seoond button. The system processes all the information
and alows the acces to the cah dispenser services or
denied it and the processre-starts from the beginning.

Access Granted to Cash Dispenser Services



4 Conclusion

The M2VTS projed is nealy completed and has, in many
respeds, readed its original objedives. The multimodal
verificaion techniques developed in the projed are dealy
on the leading front of the field and have led to numerous
high quality publicdions. The recording of a large
multimodal database (295 persons, 4 different sessons per
person) also represents a dea impad of this projed on the
scientific community. Despite the strong commitment in
technology development, the projed led to severd
prototype gplicaions, some of them being built around
hardware built in the projed. These gplicaions are
currently tested on End users premises to validate the
technology in red conditions. It is however probable that
these tests will show that the gplicaions perform well in
«controll ed conditions» but are not robust to environmental
variations such as on the one hand, lighting changes,
moving badkground, scde or trandation variation (for
image verificaion) and on the other hand, badkground
noises ad dstant sound reocording (for spedker
verificdion). Future work in audiovisua verificaion
should then be dedicaed to robustness to environment
variable @nditions.
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