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Abstract

Performance quantification of biometric systems, such as face tracking and recognition highly depend on the database used for testing
the systems. Systems trained and tested on realistic and representative databases evidently perform better. Actually, the main reason for
evaluating any system on test data is that these data sets represent problems that systems might face in the real world. However, building
biometric video databases with realistic background for testing is expensive especially due to its high demand of cooperation from the
side of the participants. For example, XM2VTS database contain thousands of video recorded in a studio from 295 subjects. Recording
these subjects repeatedly in public places such as supermarkets, offices, streets, etc., is not realistic. To this end, we present a procedure to
separate the background of a video recorded in studio conditions with the purpose to replace it with an arbitrary complex background,
e.g., outdoor scene containing motion, to measure performance, e.g., eye tracking. Furthermore, we present how an affine transformation
and synthetic noise can be incorporated into the production of the new database to simulate natural noise, e.g. motion blur due to trans-
lation, zooming and rotation. The entire system is applied to the XM2VTS database, which already consists of several terabytes of data,
to produce the DXM2VTS–Damascened XM2VTS database essentially without an increase in resource consumption, i.e., storage, band-
width, and most importantly, the time of clients populating the database, and the time of the operators.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Biometrics is an increasingly important and challenging
research topic. It is the automatic recognition of individu-
als based on who they are (e.g., face, iris, fingerprint etc.)
and/or what they can do (e.g., voice, signature) instead of
what they hold (e.g., ID cards) and/or what they remember
(e.g., PIN, password) (Ortega-Garcia et al., 2004). Biomet-
ric data such as face, fingerprints, iris, ear, hand, and voice
are used to track and analyze features and uniquely identify
and verify people. Such systems are built through years of
research, testing, experimentation and innovation. Their
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doi:10.1016/j.patrec.2007.06.007

* Corresponding author. Tel.: +46 (0)35 167421; fax: +46 (0)35 148533.
E-mail addresses: Dereje.Teferi@ide.hh.se (D. Teferi), Josef.Bigun@

ide.hh.se (J. Bigun).
performance quantification depends on, among other
things, the size and variety of the database used.

Biometrics technology gives a high level of authentica-
tion and is successful in many ways but has not yet been
fully trusted by users due to fraud and impersonation. Even
so, it has become an integral part of the infrastructure used
for diverse business sectors such as security, finance, health,
law enforcement, etc. (Bailly-Baillire et al., 2003; Jain et al.,
2004b). Practical biometric systems should be accurate to a
specified level, fast, harmless to users, and accepted by users
as well (Ortega-Garcia et al., 2004; Jain et al., 2004a). User
acceptance and high confidence can be achieved by training,
testing and evaluating these biometric systems on variety of
large databases recorded in real world environment, by
using multiple modalities for authentication, and incorpo-
rating aliveness detection into the systems. Therefore,
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performance of biometric systems in practice has to be mea-
sured by using databases simulating realistic environments
that systems will face at the time of implementation.

One of the major problems in the development of bio-
metric systems is the lack of public large databases
acquired under real-world environment for training, testing
and evaluation. Those systems trained and tested on dat-
abases recorded in realistic working and living environ-
ments will perform evidently better. However, most
biometric databases are built in a studio and have near-
constant color background such as XM2VTS (blue),
CUAVE (green) (Patterson et al., 2002), etc. Though rea-
sonable effort is made to ensure perfectly constant back-
ground, this is not the case in many valuable DB
recordings, e.g., in XM2VTS, the background color is
not within a constant range that can be found with stan-
dard technique such as chroma keying, Fig. 1. The reasons
for this include non-uniform illumination, and the freedom
of the DB-clients to choose dress-color.1 While building
small databases, with few number of clients and few
recording sessions, it could be possible to ask DB-Clients
to avoid certain colors from their dressing, and apply con-
stant illumination to the background for later separation.
It may even be possible to repeat recordings of those clients
where separation of the background goes wrong. However,
this is difficult for large databases with hundreds of clients
and thousands of recordings such as that of XM2VTS.

The need to collect new databases, consuming huge
resources and claiming important maintenance resources,
to represent real world situations is stated in (Bailly-Baillire
et al., 2003) as:

The XM2VTS database, together with the Lausanne pro-

tocol contains 295 subjects recorded over 4 sessions. How-

ever, it was not possible to use it as the controlled
recording environment was not realistic enough compared

to the real world situations when one makes a transaction

at home through a consumer web cam or through an ATM

in a variety of surroundings. Therefore it was decided that

a new database for the project would be recorded and a

new experimental protocol using the database defined.

However, recording a brand new database in real world
(non-controlled) backgrounds capturing the multiple sce-
narios for different applications is difficult, if not impossi-
ble, because of the combinatorial explosion. This is due
to the high demand the DB-recording puts on the partici-
pants to repeatedly appear on intervals to real-life environ-
ments (e.g., malls, busy stations, streets, etc.) for recording.

Therefore, building damascened video databases by syn-
thesizing already existing ones, or new studio-recorded dat-
abases, with realistic and representative background videos
is a viable complement to new DB-recordings to improve
performance quantification of research in biometrics. To
1 In TV-weather-program like recordings, there are few people who are
involved and they can be instructed to avoid certain colors in their
appearance.
this end, we propose a method to segment the image
sequences of the XM2VTS database and create a binary
mask of the background and the foreground. These masks
will be used not only to generate various damascened
XM2VTS databases with realistic backgrounds, such as
shopping centers, moving cars, busy stations, people, addi-
tionally, they will be used to add scale variation, noise,
motion blur, etc., to test the sensitivity of face tracking
and recognition algorithms.

This paper is organized as follows. The next two sections
provide information on related works and give some back-
ground on the XM2VTS database. Section 4 discusses stan-
dard clustering algorithms and the specific demand of
adaptive image segmentation for XM2VTS. In section 5
we present the compression technique we implemented to
reduce the size of the masks for ease of distribution. Sec-
tion 6 and its subsections come with our approach to build
the damascened XM2VTS database with added variability.
The subsections include the different types of damascening
techniques applied such as scaling, blur, rotation, etc. Sec-
tion 7 gives some details on how to access the DXM2VTS
database. In Section 8 we present the experiment con-
ducted and finally our conclusions are summarized in Sec-
tion 9.

2. Related work

An image degradation for the XM2VTS static image
database is developed as part of COST 275 project Fratric,
2003. Various degradations methods are applied on the sta-
tic images of the XM2VTS database. In this degradation
process the background of the images is separated by
assuming that the blue component of the color space is
greater, by at least 25%, than the green and the red compo-
nents and the lighting is between 30 and 200 (out of 255).
This work is an important step although the new degraded
database is for the static images only which constitute less
than 0.5%, assuming an average of 200 frames per video, of
the total size of the XM2VTS database.

In our work, binary masks are created for all videos of
the XM2VTS database. Hence, segmentation is no more
necessary and the DXM2VTS database can be developed
by simply collecting a new background video and by add-
ing various degradations parameters as necessary for the
biometric system in question. Moreover, This work can
be extended to other databases with different background
color than the blue, for example to CUAVE database
which has a green background. We have also implemented
a method using motion of pixels between successive frames
and region of interest (narrow band) to improve segmenta-
tion efficiency of head-shoulder image sequences.

3. The XM2VTS database

The XM2VTS database is a 295 subject audio–video
database that offers synchronized video and speech data
as well as side view images of the subjects. Its design is
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based on the experience of its predecessor, the M2VTS
database which is comprised of 37 subjects. The database
acquisition started with 360 subject and 295 of them
completed the whole session of four recordings. These sub-
jects are recorded inside a studio in four separate sessions
in a uniformly distributed period of five months. This
ensures the natural variability of styles and moods of sub-
jects over different times. The database is intended for
researchers in areas related to multimodal recognition sys-
tems, lip dynamics, 3D face surface modeling, speech/lip
surface correlation, and speech/lip signal synchronization
Messer et al. (1999).

The video recorded is of the type that can be acquired
during a normal access claim intercourse between an access
point and a client. The recording includes clients speaking
some sentences and digits between zero and nine assuming
the biometric system may request some specific informa-
tion from the client. Moreover, the clients are recorded
making extreme head rotation to extract head side profile
of the subjects.

The subjects of the database were selected from both
genders with different age group to enhance development
of robust algorithms.
3.1. Performance quantification

The performance of a biometric verification system is
generally characterized by two error statistics: false-rejec-
tion (FR) and false-acceptance (FA) rates. A false rejection
occurs when a system rejects an authorized client; whereas
a false acceptance occurs when a system incorrectly accepts
an impostor as a client Phillips et al. (2000). An ideal bio-
metric system would be one with zero false-rejection and
false acceptance rates. However, biometric systems are
not perfect.

XM2VTS has associated evaluation protocols to assess
the performance of vision and speech based systems devel-
oped using this database as a training and test bed. It has
been used in the published studies of many researches
and therefore it is considered as a useful comparison
yard-stick (Bailly-Baillire et al., 2003). The results from
two face verification contests on the XM2VTS database
that were organized in conjunction with the 2000 Interna-
tional Conference on Pattern Recognition (ICPR-2000)
and the 2003 conference on Audio and Video Based Person
Authentication (AVBPA-2003) are reported in (Matas
et al., 2000; Messer et al., 2003), respectively.

However, XM2VTS and many other face image and
video databases are designed mainly to measure perfor-
mance of face recognition methods and thus the images
contain only one face. Images with near-constant back-
ground containing one-face each do not, for example,
require the system to separate and track the faces from
complex backgrounds. They are suitable for training recog-
nition systems rather than testing them as the tacit reason
for comparing classifiers on test sets is that these data sets
represent problems that systems might face in the real
world.

Moreover, it is assumed that superior performance on
these benchmarks may translate to superior performance
on other real-world tasks Yang et al. (2002). To this effect,
it is important to boost the performance quantification of
recognition systems by challenging them with image
sequences containing real-world backgrounds and simula-
tions of effects such as noise and blur.

Accordingly, research in biometrics need many dat-
abases similar to that of XM2VTS, with varying back-
ground and realistic simulations, to build safer and better
systems for the ever increasing security requirements of
the public at large.

4. Image segmentation

Image segmentation is used and applied in many com-
puter vision research and applications. It is a problem for
which no general solution exist and it is broadly defined
as partitioning of pixels into groups with similar properties.

Generally color (in different color spaces), edge, texture
and relative spatial location are the factors that define the
properties of an image. These factors have been used to
develop algorithms not only specific for the used features
but often, also specific to the applications, to perform rea-
sonable image segmentation. A survey of several image seg-
mentation techniques are discussed in (Cheng et al., 2001;
Lucchese and Mitra, 2001). Although many of the algo-
rithms developed do not require training, some application
specific knowledge needs to be provided as a parameter,
typically a threshold on within-class variance or the num-
ber of classes.

There exists a multitude of clustering techniques such as
hierarchical clustering, k-means, and fuzzy c-means that
are standard in many mathematical software packages.
However, they need to be adapted to the needs of auto-
matic image segmentation, e.g., the spatial continuity of
the assigned classes are not guaranteed which in turn
requires post processing, or when thousands of images
are individually segmented the number of classes parameter
that is needed as input may vary, which in turn prompts for
manual intervention. Below, we summarize some of the
standard image segmentation techniques and discuss the
various stages and the adaptation that we have undertaken
to minimize the manual intervention during the automatic
segmentation of hundreds of thousands of images included
in the XM2VTS database.

4.1. Standard algorithms

There are several general purpose segmentation algo-
rithms that have been developed in the past. Some of them
are included in common mathematical packages such as
Matlab and Mathematica and they are also used as mod-
ules in image processing. Two algorithms: chroma keying
and fuzzy c-means are discussed below.
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4.1.1. Chroma keying

Chroma keying is a technique used to replace a certain
color (or a small range of color) in an image with another
image part. It is usually applied to superimpose one video
image onto another, e.g., weather forecast broadcasting or
creating special effects on a movie. A blue of green color is
typically used for chroma keying.

Chroma keying is commonly implemented in the HSV
(hue, saturation, value) color space. If the image is in
RGB (red green blue) color space then it can be converted
to the HSV color space as follows.

Let Max and Min be the Maximum and the Minimum
of the RGB values of a pixel respectively, then

H ¼

0; if Max ¼Min

60� G�B
Max�Min

þ 0; if Max ¼ R and G P B

60� G�B
Max�Min

þ 360; if Max ¼ R and G < B

60� B�R
Max�Min

þ 120; if Max ¼ G

60� R�G
Max�Min

þ 240; if Max ¼ B

8>>>>>><
>>>>>>:

S ¼
0; if Max ¼ 0

1� Min
Max

; otherwise

(

V ¼Max

ð1Þ
where H 2 [0, 360) and S, V, R, G, B 2 [0, 1].
Then, the image is replaced with a new background for

those parts/pixels of the HSV image where the Hue value is
Fig. 1. Segmentation by chroma keying. (a) Ori
within a predefined angle. Fig. 1 illustrate some results of
the chroma keying technique.

The problem with chroma keying, in the case of the
XM2VTS database, is that the background illumination
is not constant and the clients were not instructed to wear
clothes other than blue resulting in incorrect segmentation,
Fig. 1.

4.1.2. FCM – Fuzzy c-means

Fuzzy c-means is a clustering technique where each fea-
ture vector xi (pixel in our image) is a member of all the
clusters only to differ by the weight of membership
uij 2 [0,1]. In other words, uij can be seen as the distance
from a feature vector (pixel) xi to the center of cluster j nor-
malized by the sum of distances to all class centers. There-
fore, the sum of the membership values of a pixel is 1 Bigun
(2006). That is:

Xc

i¼1

uij ¼ 1; ð2Þ

where, j = 1, . . .,N, N is the number of feature vectors and
c = number of classes.

Here, we assume that 1 < c < N � 1 because when c = 1
and c = N then we get trivial partitioning of either all vec-
tors in one class or each feature vector in its own separate
class respectively.

FCM is an iterative algorithm which aims to find cluster
centers that minimize the dissimilarity function shown in
Eq. (3).
ginal images and (b) chroma keyed images.
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J m ¼
XN

i¼1

Xc

j¼1

um
ijkxi � cjk2

; ð3Þ

where m 2 [1,1), the weighting exponent controlling the
level of fuzziness, um

ij is the degree of membership of a pixel
xi to cluster j, kxi � cjk is the euclidean distance between
the ith pixel and the jth cluster center.

The clustering is performed by minimizing Eq. (3) above
while updating uij and cj as follows:

uij ¼
1Pc

k¼1
kxi�cjk
kxi�ckk

� � 2
m�1

; ð4Þ

cj ¼
PN

i¼1um
ij � xiPN

i¼1um
ij

: ð5Þ

The general procedure to implement the FCM algorithm
can be stated as:

(1) Initialize: Fix the number of classes and the number
of iterations k, and initialize the membership matrix
U0.

(2) Calculate cluster centers: at iteration k update cluster
center Ck = [cj] and U(k) according to Eq. (5).

(3) Update partitions: Update U(k) and U(k+1) according
to Eq. (4).

(4) Terminate? Stop processing if kU(k+1) � U(k)k 6 � or
repeat process from step 2.

Fig. 2 illustrates segmentation results of three images
from the XM2VTS database by using FCM algorithm with
4 classes. FCM is an efficient algorithm for clustering
images by adjusting the number of classes as necessary.
However, using FCM with a constant class size to segment
thousands of images, as in the case of the XM2VTS data-
base, will not be an appropriate choice. Hence, the need for
a robust segmentation algorithm that can not only adjust
the number of classes automatically but also that can be
Fig. 2. Segmentation by
easily modified to work for segmentation of image
sequences as discussed below.

4.2. Our segmentation approach

Here we present the technique we used to separate a
near-constant color background from a face-shoulder
image sequence. We applied it on the XM2VTS database
to create the necessary image-mask for the rest of the
application.

The segmentation technique is an iterative procedure
that uses two feature spaces. The first iteration creates a
crude set of classes and then a refinement process follows.
The refinement process iteratively adjusts the class assign-
ments and their centroid. Once the first frame is segmented,
motion of pixels between frames and region of interest are
used to improve segmentation of the remaining frames.
These procedures are presented below.

4.2.1. Clustering
A low-pass filtering using a Gaussian filter is applied to

smooth the image before segmentation to increase the sig-
nal to noise ratio. The Gaussian filter G is a separable filter
and has the parameter r. It is computed as:

hgðx; yÞ ¼
1

2pr
exp

�ðx2 þ y2Þ
2r2

� �
;

Gðx; yÞ ¼ hgðx; yÞP
x

P
yhg

:

ð6Þ

The smoothing is done by convolving the image I with the
filter G above

R ¼ I � G ¼
ZZ

Iðu; vÞGðx� u; y � vÞdudv; ð7Þ

where, u and v are indices of the image I and x and y are
indices of the Gaussian G.

The segmentation algorithm is applied on the smoothed
image. The proposed segmentation does not require prior
FCM with 4 classes.
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knowledge of the number of clusters in the image as this is
automatically determined by the algorithm. Automatic
determination of class size is necessary in this procedure
as we have thousands of image sequences to segment and
the number of clusters may vary from image sequence to
image sequence depending on the color and texture of the
subjects’ clothing.
Y

N

N Y

existing clusters

Belongs to 
a cluster?

Create a new 
cluster

Collect satisfying 
clusters

Assign pixel to the 
closest cluster

Update the cluster 
center

All pixels 
Visited? 

Return cluster centers 
and the coordinates of 
the cluster members

Fig. 3. The segmentation algorithm.
4.2.2. The feature space and the clustering criteria

The segmentation process needs a feature space, which is
normally a vector space, equipped with a metrics to mea-
sure distances. We use here two such vector spaces jointly.
The first one consists of the ordinary rgb-color space
equipped with the max-norm. To be precise, let fij represent
the color vector of a pixel at row i, column j of an image
then

f ij ¼ ðf 1
ij ; f

2
ij ; f

3
ijÞ

T ð8Þ

where the superscripts 1, 2, and 3 represent the color com-
ponents red, green, and blue.

The max-norm of a vector f is then defined as,

kf k1 ¼ kðf 1; f 2; f 3ÞTk1 ¼ max
k
ff kg; ð9Þ

where k 2 {1,2,3}.
Having the same metrics as above, the second feature

vector space is constructed from the first one as follows:

~f ij ¼ ~f 1
ij;

~f 2
ij;

~f 3
ij

� �T

¼ f 1
ij � f 2

ij ; f
2
ij � f 3

ij ; f
3
ij � f 1

ij

� �T

:

ð10Þ

This feature space is introduced to split regions that have
too high hue variations since it more directly measures
the direction of an rgb-color vector, the hue, than the first
feature space.

To describe the clustering algorithm, we need to define
the distance to cluster-center vector of a pixel at row i, col-
umn j as

dl
ij ¼ f ij � cl

�� ��
1;

~f ij � ~cl
�� ��

1

� �T

; ð11Þ

where cl is the cluster center vector of the cluster with label
l and fij represents the rgb-color vector of a pixel. The vec-
tors ~cl, ~f ij are the cluster center vector, and the feature vec-
tor of the pixel at row i, column j but measured in the
second feature space.

The clustering and segmentation is achieved by itera-
tively updating the partitioning, and the cluster centers,
for every advancement of the pixel position, Fig. 3. The
pixel position advancement follows the scan-direction,
which attempts to achieve a spatial continuity of the labels
being obtained in the segmentation process. A pixel is con-
sidered to belong to a cluster, if its distance to cluster center
vector is within certain limits,

0 6 dl
ij 6 s ð12Þ
where s = (s1,s2)T represents a threshold vector, which
determines the maximum variation of the distance to clus-
ter center vector allowed within the same cluster, in each
feature space independently. It is worth noting that in tra-
ditional clustering algorithms used in image segmentation,
the pixel positions have no-influence on cluster-assign-
ments. Yet, since the physics of imaging is continuous
w.r.t. pixel positions, the class-labels should change
smoothly, prompting for an additional step attempting to
remove ‘‘salt-pepper’’ classes scattered around large
classes.

The procedure has been implemented by visiting pixels
in three different (scan-line, random, and hilbert curve)
scan directions, Fig. 4. For the XM2VTS database, we
have verified that the segmentation responded better for
the hilbert and the scan-line traversals. This is mainly
attributed to the continuity of intensity changes in the
background of the images. The scan-line visiting order is
chosen for efficiency reasons only. This order of presenting
pixels to the clustering scheme attempts to enforce continu-
ity at least line-wise.

A pixel’s distance to all available cluster centers are
computed and the pixel is assigned to the ‘‘closest’’ cluster,
the nearest neighbor assignment. To give a meaning to
‘‘closeness’’, in the combined feature spaces, the metrics
of the two feature spaces are merged in a straightforward
manner as

dl
ij

��� ���
1
¼ kf ij � clk1; k~f ij � ~clk1

� �T
��� ���

1
: ð13Þ

Finally a cluster-list containing all the clusters and their
centroids is generated from this procedure, Table 1. This
is used as an initial cluster for the cluster refinement proce-
dure described next.
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Fig. 4. Visiting orders of hilbert and scan-line traversals for a 20 · 30 image.

Table 1
Cluster matrix

Cl. No Red Green Blue No. of pixels Members

1 0.153 0.133 0.134 4837 List_1
2 0.159 0.221 0.518 37341 List_2
3 0.186 0.259 0.614 27735 List_3
4 0.120 0.153 0.293 1688 List_4
..
. ..

. ..
. ..

. ..
. ..

.

..

. ..
. ..

. ..
. ..

. ..
.
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4.2.3. Cluster refinement

Cluster refinement is a procedure applied on the image
to refine the cluster centers as well as their member pixels.
This procedure is necessary as the segmentation above ter-
minates upon visiting each pixel only once. We use the
same procedure as above when refining the clusters except
that the cluster matrix we obtained from the initial segmen-
tation is used as the start cluster list for the refinement.
Moreover, the cluster matrix that we obtain from the first
iteration of the first frame is used as a starting cluster list
for the rest of the frames within the image sequence as there
is minimal variation on the result from the first iteration of
the frames. The segmentation result converges by running
this refinement procedure repeatedly while automatically
adjusting the class centroids and member pixels as well as
the number of classes over each iteration.

Once the clusters are refined, the background class is
identified as the cluster with the largest member pixels.
We verified that this hypothesis indeed holds very well
for the XM2VTS database, although more refined
approaches, such as the cluster containing most boundary
pixels, and the cluster center closest to a certain set of
example background colors, can be used either separately
or in combination.

Finally, a 2D mask is created by identifying the back-
ground cluster pixels and assigning them the logical value
one whereas the members of the remaining clusters (the
foreground) are set to zero.
4.2.4. Improving the efficiency of segmentation
The speaking head shots of the XM2VTS database com-

prise about 75% of the overall image sequences. They are
used for speech and/or face-recognition applications. These
shots contain only small amount of motion of the person as
a natural behaviour of the subjects when speaking. We
exploited this feature and the change in pixel value between
consecutive frames (motion of pixels) to improve the effi-
ciency of our segmentation algorithm for the XM2VTS
database. That is, the segmentation result of the first image
can be used effectively for the segmentation of the remain-
ing images within an image sequence.

4.2.4.1. Motion. Consecutive frames in an image sequence
contain a lot of redundancy. This redundancy is often
exploited for the purpose of video compression. Here, we
use it for the purpose of improving the segmentation effi-
ciency of the image sequences.

A complete segmentation procedure is performed only
on the first image. Segmentation for the rest of the frames
is performed only for those points where there is motion,
see Fig. 5.

The change in consecutive frames is calculated by using
absolute difference between the two frames:

MAD ¼ jFmþ1ðk; lÞ � Fmðk; lÞj; ð14Þ

where Fm and Fm+1 are frames at time t and t + 1.
The segmentation efficiency can be further improved by

taking only those points in motion which lie around the
boundary of the head. Since the motion within the face,
such as that of the mouth and the eyes, are not in our inter-
est. This can be done by creating a narrow band around the
head shoulder of the binary mask of the first frame.
4.2.4.2. Narrow band. The binary mask we obtained from
the segmentation of the first frame is used to create a nar-
row band around the border of the foreground image part,
which we below refer to as the narrow band. In the consec-
utive frames of the image sequence only those pixels in
motion, Fig. 5, and corresponding to the pixel coordinates
of the narrow band, from the binary mask of the first
frame, are passed through the segmentation scheme pre-
sented above.
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This method is a supplement to the improvement made
by using motion of pixels and it works only for the
speaking head shots of the XM2VTS database. This
is because the motion of the subject is only within the
marked narrow band, Fig. 6. This method does not
improve efficiency for the rotating head image sequences
as the motion of the subjects cover almost all areas of the
frame.

We know, from Fig. 6b, that the zero, or the black
label, represents the foreground whereas the white part
is the background in all frames of the video. Accordingly,
the segmentation process for the consecutive frames is
applied on the moving pixels within the narrow band.
Then, the part that belongs to the background is set to
one and the foreground to zero. This result is subse-
Fig. 6. Narrow band aro
quently used as a binary mask for the specific frame in
the image sequence.

5. Compression of the binary mask

Each binary mask of a video is basically an fr dimensional
binary image of size (r,c, fr), where (r,c) is the size of an
image in the sequence and fr is the number of frames in
the video. Storing these binary masks of every frame of the
image sequence is possible but not efficient especially for dis-
tribution as the size of video databases, such as that of
XM2VTS, is very large. Thus, compression is found to be
necessary. There are several compression algorithms avail-
able. The performance of two of these algorithms, MPEG-
4 and RLE – Run Length Encoding, are presented below.
und the foreground.



Table 2
RLE vector

First symbol Run-count of first symbol Run-count of next symbol ..
. ..

. ..
. ..

.
End-of-frame delimiter ..

. ..
.

1 37234 35 712 . . . 0 37049 ..
.
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5.1. MPEG-4 compression

MPEG-4 is an ISO/IEC standard developed by MPEG
(moving picture experts group) in 1999. The fully backward
compatible extensions under the title of MPEG-4 Version 2
became an international standard in 2000The MPEG home
page.

The binary mask of each image sequence is converted to
an audio/video interleaved (AVI) file and compressed.2 The
compression level (lossy) at a data rate of 512 kb/s is only
10% whereas at a data rate of 256 kb/s is about 54%. How-
ever, the compression is not only lossy but also visually
degraded on the latter case and therefore not convenient
for our purpose.
5.2. RLE compression

RLE is a process of searching for repeated runs of a
symbol in an input stream and replacing them by a single
instance of the symbol and its run count. The repetitive
appearance of 1’s and 0’s in the binary masks makes it con-
venient for RLE compression. Moreover, the binary mask
in our case contains only two values, 1’s and 0’s, and there-
fore modifying the RLE algorithm by storing the first sym-
bol once and then only the run count of the consecutive
symbols is possible. That is, we only store the run count
of the symbols and not the symbols along with their run
count, Table 2. This again improves the RLE algorithm
by reducing the size of the compressed mask substantially.
Furthermore, we use a zero delimiter as a separator
between frame masks.

The size of the RLE vector is 70–80% less than the size
of the original binary mask. Moreover, the compression is
lossless, the results are easy to store, distribute and process
with less memory requirement.

Therefore, the modified RLE algorithm is implemented
in this system as it performed better for the specific case of
compressing the binary masks of a face-shoulder video
database.
6. Building the damascened database with added variability

The next step is building the damascened video from the
compressed mask. First, the mask is decompressed using a
reverse-algorithm of the one that is used for the compres-
2 Compressed using MPEG-4 encoding by an open source software
virtualDub, http://www.virtualdub.org/.
sion. This generates the binary mask for each frame in
the image sequence. Then, the damascening process is per-
formed on each image.

Parallel frames are extracted from the original video
(XM2VTS in this case), its corresponding mask, and the
new background video, one at a time to build the dama-
scened video. In practice, sewing together or damascening
the two real image sequences, according to the mask, can
be easily achieved by multiplying the binary mask with
the background, its inverse with the original frame and
adding the result to get the required frame of the dama-
scened image sequence. At this point, variability is added
as required on the damascened frame to simulate real
recording environments, Fig. 7.

In reality, video can be distorted or blurred for a variety
of reasons. For example, while recording objects moving
with high speed, the camera must often be moved manually
to keep the moving object in the center. When tracking a
still object when the camera is moving, e.g., in a car, high
speed motion blur is generated for the rest of the objects
that are not tracked. Noise could also occur from poor
quality of camera used or due to weather conditions at
the time of recording.

To simulate a significant portion of the natural noise, we
suggest to add variability to the damascened video accord-
ing to the following models.

6.1. Changing background

The decompressed binary mask is used to change the
background of the video with realistic scenery. The back-
ground of every frame from the video database can be
replaced by either a static image or frames from a video
by simple multiplication with its corresponding binary
mask.

6.2. Smoothing blur

Each frame from the image sequence can be blurred by
using either an averaging filter Eq. (15) or a Gaussian filter
Eq. (16). The averaging filter gives equal weight to all the
pixels when convolving. Whereas, the Gaussian filter gives
more weight to the central pixel depending on the variance
r when smoothing, Fig. 8.

The averaging filter is an n · n matrix with elements:

hðx; yÞ ¼ 1

n2
x ¼ 1; . . . ; n and y ¼ 1; . . . ; n: ð15Þ

Whereas, the Gaussian filter is an n · n matrix with
elements:

http://www.virtualdub.org/
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Fig. 7. Algorithm for damascening a video.
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Fig. 8. Smoothing blur.
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hgðx; yÞ ¼
1

2pr
exp

�ðx2 þ y2Þ
2r2

� �
;

hðx; yÞ ¼ hgðx; yÞPn
1

Pn
1hg

:

ð16Þ

The image is convolved with the filter matrix as
follows:

R ¼ I � h ¼
ZZ

Iðu; vÞhðx� u; y � vÞdudv: ð17Þ
6.3. Motion blur

Motion blurs are used to simulate the blur created by
fast-moving objects in a certain direction. It is created by
convolving an image I with a motion blur filter. The filter
translates the pixels by n pixels in the direction of an angle
h. by adjusting n and h one can simulate motion for linear
movements with an angle of h degrees in a counterclock-
wise direction, see, Fig. 9.

6.4. Imaging noise

Digital images are prone to different types of noise.
Depending on how the image is created, several types of
noise can be introduced into the image. For example:

• If the image is scanned from a photograph, the scanner
itself or low quality of the photograph can create
noise.
Fig. 9. Effects of
• If the image is acquired directly in a digital format, the
quality of the camera can introduce noise.

• Electronic transmission of image data can introduce
noise.

To simulate some of them, we propose to add two types
of noise, Gaussian and Salt and Pepper, as necessary with
different density and intensity levels, Fig. 10.

6.5. Foreground scaling

Sometimes, in real life, faces may not appear by them-
selves but in a crowd. In the XM2VTS database the face
covers too much of the image space to add other faces.
The foreground image (head shoulder) can be scaled down
so that other faces can be added at the background as illus-
trated in Fig. 11.

6.6. Affine transformation

Affine transformation is a linear transformation and a
translation from one vector space to another. That is, let
V and W be vector spaces over the same field F. An affine
transformation is a mapping A: V!W such that (see
Fig. 12):

AðvÞ ¼ LðvÞ þ w where v 2 V : ð18Þ
A transformation matrix, Eq. (19), can be used to trans-

form point (x,y) in an image to (x 0,y 0) and rotate it by
h:
motion blur.



Fig. 10. Gaussian and salt and pepper noise.

Fig. 11. Foreground scaling.

Fig. 12. Affine transformation: scaling and rotation.
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x0
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cosðhÞ sinðhÞ h

� sinðhÞ cosðhÞ k
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y
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3
75; ð19Þ

representing the transformation:

x0 ¼ x � cosðhÞ þ y � sinðhÞ þ h and

y 0 ¼ �x � sinðhÞ þ y � cosðhÞ þ k
ð20Þ
7. Accessibility

A set of standard video backgrounds such as offices,
outdoors, malls, moving cars, etc., are collected and offered
with the compressed mask of the XM2VTS database.
Moreover, a software is provided for the damascening pro-
cess. These are available for download from Halmstad
University.3 These download does not include the original
XM2VTS database. The licence for the XM2VTS database
can be requested from the University of Surrey.4

The use of comparable quality background video with
equal frame rate is suggested to make the damascened
video look more natural. The mask, the background, and
the original video data are used to generate the damascened
video database with required level of noise and variability
to simulate real life scenario changes.

8. Experimental results

A series of experiments are conducted on selected
XM2VTS database sequences to determine the optimal
threshold for distance to cluster centers and hue variations,
s = (s1,s2)T where the background would be separated as
one cluster. These values are empirically found to be 0.35
and 0.23, assuming an image where the rgb-color compo-
nents of pixels are between 0 and 1. In addition, the motion
of the subjects while speaking is found to be within a 24
pixel wide narrow band. Moreover, the Gaussian filter used
to smooth the image frames before segmentation is set to
be of size (7 · 7) and r = 2.5.

Using these parameters, 94% of the image sequences of
the XM2VTS database are segmented successfully. The
remaining 6% of the image sequences are segmented
semi-automatically by human intervention only on the first
frame of the image sequence. Segmentation of consecutive
frames is done automatically by adjusting the pixel values
of the image based on the adjustments made on the first
frame and by using motion of pixels and narrow band sug-
gested in Section 4.2.4.

A software to generate damascened XM2VTS database
from the binary masks is developed. A set of representative
3 The damascening software, some background videos and the com-
pressed binary masks can be downloaded from http://www2.hh.se/

staff/josef/downloads.
4 The XM2VTS Database website http://www.ee.surrey.ac.uk/

Research/VSSP/xm2vtsdb/.
degradation parameters such as salt and pepper noise,
motion and averaging blur, foreground scaling and affine
transformation are included in the damascening system to
simulate motion of camera, rotation, blurring etc. in the
output video.

9. Conclusion

The segmentation algorithm in our system uses a variant
of the max-norm applied to two color spaces simulta-
neously. These metrics are combined together to yield a
segmentation accuracy of 94% at the level of image
sequences, i.e., when checked visually, the boundaries
found appeared natural to a human observer (the authors).

Due to its public availability, currently, the XM2VTS
database is one of the largest, and probably the most uti-
lized biometric multimodal (face audio-visual) database
in existence, at least in academic research. A method is pre-
sented in this paper to store a binary mask for all the image
sequences of this database. The result which contains a col-
lection of compressed masks is suggested to be used to sew
together the XM2VTS database head-shoulders with com-
plex image sequences to obtain damascened image
sequences. The boundaries have a high accuracy whereas
the damascened sequence contains realistic, yet controlla-
ble distortions, such as the amount of the motion blur.

Duplicating the exact lighting environment of the studio
recorded XM2VTS database while recording a new out-
door background video may not be possible. However, as
this is the first work in damascening image sequences for
improving performance evaluation of face tracking and
recognition systems, we believe DXM2VTS can be a viable
complement to XM2VTS in extending its usefulness in bio-
metric research.
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